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Abstract

Cycling data assimilation and forecast experiments in August 2016 together with
a case study of an intense Arctic cyclone (AC16) are performed. Initial condi-
tions from newly developed Multi-Resolution Incremental Four-Dimensional
Variational (MRI-4DVAR) and Three-Dimensional Variational (3DVAR) data
assimilation along with forecasts from the polar version of the Weather Research
and Forecasting (Polar WRF) model, mimicking operational configurations, are
applied. The tasks are to evaluate MRI-4DVAR performance during a 20-day
cycling run, to investigate the impacts of initial conditions on the forecast
skill of AC16, and to identify the factors impacting AC16’s predictability. The
results from the 20-day cycling period demonstrate the robustness and reliabil-
ity of MRI-4DVAR for data assimilation and subsequent forecast skill. Multiple
processes, including mergers of Arctic cyclones, mergers of vortices, vertical
coupling between low-level and upper-level circulations, baroclinic processes
and jet stream forcing, contributed to the generation and development of AC16.
Compared to the initial conditions from 4DVAR, 3DVAR produced amplified
polar vortices, stronger baroclinic instability, intensified upper-level jet streams
and a stronger low-level frontal zone, causing the overdevelopment of AC16
in 3DVAR-based forecasts. For MRI-4DVAR, the accurate prediction of AC16
5-7 days ahead is likely due primarily to the more accurate representation of
upper-level atmospheric fields, that was facilitated by better satellite radiance
assimilation with MRI-4DVAR that also produced a balanced initial model state.
It is concluded that the high-resolution Polar WRF which is optimized for Arctic
conditions combined with 4DVAR facilitated the improved prediction of AC16
compared to the Global Forecast System (GFS) operational deterministic global
forecast.
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1 | INTRODUCTION

Arctic Cyclones (ACs) are one of the most important
synoptic systems in high-latitude weather and climate
(Simmonds et al., 2008; Inoue, 2021), and can be associ-
ated with high winds, extreme waves, heavy precipitation,
and reduced visibility. In summer, these impacts adversely
affect human activity, especially the commercial use of
Arctic sea routes (Yamagami et al., 2018a, 2018b; De Silva
and Yamaguchi, 2019; Inoue, 2021). Hence it is impor-
tant to provide timely and accurate predictions of ACs.
Yamagami et al. (2018a) picked 10 “extraordinary” sum-
mer ACs whose central pressure was lower than 980 hPa
from 2008 to 2016 and investigated their predictability
using operational medium-range ensemble forecasts from
five centers, namely the Canadian Meteorological Cen-
ter (CMC), European Centre for Medium-Range Weather
Forecasts (ECMWF), Japan Meteorological Agency (JMA),
the US National Centers for Environmental Prediction
(NCEP), and the UK Met Office (UKMO). They pointed
out that the central position of the extraordinary ACs
can be forecasted accurately 3.5days prior to the mature
stage with a positional displacement of 300-500 km and
a central pressure biased high by 6-11hPa. In addition,
Yamagami et al. (2018b) examined the medium-range
ensemble forecast skill for the Great Arctic Cyclone in
August 2012 (AC12) and found similar predictive skill.

Skillful prediction of ACs can be facilitated by using
a well-performing data assimilation (DA) system that
provides accurate initial conditions. Four-dimensional
variational (4DVAR) DA is one of the most advanced
approaches. In 4DVAR, observations can be assimilated at
their appropriate measurement times with the constraint
of the tangent-linear and adjoint model (TLM/ADM,
Errico et al., 1993; Errico, 1997; Errico and Raeder, 1999)
of the non-linear forecast model, which permits the proper
propagation of information over the assimilation win-
dow with flow-dependent background error covariances
(Laroche et al., 2007). Despite these advantages, the appli-
cations of 4DVAR are limited by its expensive com-
putational cost especially when using a high-resolution
configuration.

Most operational centers, such as ECMWF (Rabier
et al, 2000), UKMO (Rawlins et al, 2007), JMA
(Kadowaki, 2005), Météo-France (Gauthier and Thé-
paut, 2001) and Meteorological Service of Canada (MSC;
Gauthier et al., 2007), implemented 4DVAR with the incre-
mental formulation (Courtier et al., 1994) to reduce its
computational cost. The incremental approach allows the
use of different grid spacing for calculating the background
departure in outer loops (at full model resolution) and
performing minimization in inner iterations (at lower res-
olution). Simplified TLM/ADM physics parameterizations

Royal Meteorological Society

Significance Statement

Intense summer cyclones disrupt the sea ice cover of
the Arctic Ocean and are an important factor in its con-
tinuing demise. These cyclones can be challenging to
forecast more than three days in advance. This study
employs a regional forecast model optimized for Arc-
tic conditions in conjunction with an advanced method
to produce starting conditions for the model predic-
tion. A highly accurate cyclone forecast was obtained
five days ahead with forecast skill continuing for a fur-
ther two days. It appears that accurate forecasts of these
dangerous and destructive weather events of the Arctic
Ocean can be anticipated for up to a week in advance.

can be used in inner-loop minimization to reduce the
computational cost further. The Weather Research and
Forecasting (WRF) (Skamarock et al, 2008) model’s
4DVAR (Huang et al., 2009) also adopts the incremental
formulation but can do inner-loop minimization only at
the full model resolution with its released code on and
prior to version 4.2. Liu et al. (2020) (hereafter referred to as
Liu20) extended WRF 4DVAR to allow the minimization
to be performed at lower resolutions for inner iterations,
with the analysis increment interpolated from low to high
resolution and then being added to the high-resolution
first guess. It is referred to as the Multi-Resolution Incre-
mental 4DVAR (MRI-4DVAR), which leads to a substan-
tial speed-up and was applied to an afternoon thunder-
storm case over northern Taiwan with a 2-km model grid
spacing (Liu20) and a record-breaking rainstorm case in
Guangzhou, China with a 3-km grid-spacing setting (Wu
et al., 2020), respectively. Promising results were obtained
with WRF MRI-4DVAR for these two convective-scale
applications with a relatively short time window (30 min).

This study applies WRF Data Assimilation (WRFDA)
MRI-4DVAR to ACs, a large-scale phenomenon, with a
six-hour assimilation time window. Twenty-day cycling
experiments with 15-km grid spacing are conducted to
evaluate the stability, robustness, and performance of
MRI-4DVAR. The selected period includes an extreme AC
on 16 August 2016 (hereafter, AC16) that initiated a major
decrease in the sea ice cover (Lukovich et al., 2021).In addi-
tion to statistical measures of forecast performance over
the 20-day cycling runs, the skill in predicting the extreme
AC16 with MRI-4DVAR is also investigated to determine
whether this event can be better predicted than the GFS
deterministic forecast.

The outline of the paper is as follows: a synop-
tic analysis of the extreme Arctic cyclone evolution is
given in Section 2. The Polar WRF model configuration,
MRI-4DVAR DA procedure, assimilated observations, and
experimental design are described in Section 3. Section 4
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presents the results from the 20-day cycling run and the
AC16 case study, followed by the conclusion in Section 5.

2 | SYNOPTIC OVERVIEW OF THE
EXTREME ARCTIC CYCLONE IN
AUGUST 2016

In 2016, an extreme Arctic cyclone (i.e., AC16) was
recorded at 0000 UTC on 16 August (Yamagami
et al., 2017) and it had a significant impact on the Arctic
environment. AC16 was of similar size and intensity to
AC12 (Yamagami et al., 2017). We chose the time period
of August 2016 to evaluate the stability, robustness, and
performance of MRI-4DVAR. Furthermore, the prediction
of AC16 is investigated in detail.

At high latitudes, it is vortices rather than waves that
govern the dynamics (Hakim, 2000). Tropopause Polar
Vortices (TPVs) (Cavallo and Hakim, 2009, 2010) can play
an important role in the development and maintenance
of Arctic cyclones via upper-level potential vorticity forc-
ing (Gray et al., 2021) on the Eurasian side of the Arctic
where AC16 developed. TPVs are of mesoscale to synop-
tic scale in contrast to the much larger scale polar vortex
(e.g., Gray et al., 2021); this terminology is adopted here
for the summer although recognizing there are differing
opinions on this matter. TPVs are identified in terms of
local minima in potential temperature (6, unit: K) on the
dynamic tropopause (Hakim and Canavan, 2005), here
analyzed on the commonly used 2-potential vorticity unit
(2-PVU) surface, and local maxima of potential vorticity
on isobaric surfaces.

Figures 1-3 illustrate the temporal evolution of AC16
from the perspective of lower-and upper-atmospheric
fields from the NCEP Global Forecast System (GFS) anal-
ysis. On 0000 UTC 11 August 2016 (Figures 1la and 2a),
the features of interest were three marked surface cyclones
AC1, AC2, AC3 along with a weak low AC4, three TPVs,
TPV1, TPV3, TPV4 (where the number corresponds to
the name of the associated surface cyclone), and the
quasi-stationary polar vortex over the Arctic Ocean (PV)
in the troposphere and stratosphere. All these labels are
unique to this manuscript because we want to focus on
the factors contributing to the development of the mature
AC16. For analysis of the evolution of AC16, the baroclin-
icity, polar vortex, jet stream and TPV effects on the storm
development are investigated according to the different
stages of development of AC16.

2.1 | Initial stage

On 11 August (Figure 1a), a frontal zone, revealed by the
850-hPa temperature gradient, was located south of the

Scandinavian Mountains and AC1 developed on this fea-
ture. Figure 1f shows the geographic features mentioned
in the text along with the tracks of cyclones AC1 and AC3.
TPV1 located over the Norwegian Sea was accompanied
to the east by a strong upper-level jet stream (Figure 2a)
whose right entrance favored the development of ACI.
AC2 developed over the Laptev Sea originally on 4 August
and was maintained for more than one month (Yamagami
et al., 2017). The structure of AC2 was barotropic without
a frontal zone or jet stream but was vertically coupled
with the polar vortex PV (Figure 3a). AC3 was a mature
cyclone with a very weak frontal zone and supported by
TPV3. AC4 over the Laptev Sea was a weak low linked to
TPV4 (Figure 2a).

On 12 August (Figure 1b), the frontal zone strength-
ened and extended to the southwestern Barents Sea
and synoptic-scale frontal cyclone AC1 intensified over
the Barents Sea. TPV1 moved eastward and began to
influence AC1 (Figure 3b). The structure of AC1 was
similar to a midlatitude cyclone; it was accompanied
and forced by TPV1 and indirect circulation associ-
ated with the strong upper-level jet stream (Figure 2b).
Meanwhile, AC3 and TPV3 moved northnortheast from
the Kara Sea to the Arctic Ocean (Figures 1b and
3c). AC4 and TPV4 merged respectively into AC2 and
the polar vortex PV (Figure 1b), and this first merger
enhanced PV with the 500-hPa heights dropping from 517
to 514 dam.

On 13 August (Figures 1c and 2c), AC1 developed into
a typical baroclinic cyclone with warm and cold fronts in
its initial development stage and had a warm core at upper
levels and a cold core at low levels (Figure 3d). The accom-
panying upper-level jet stream moved northeastward and
strengthened (Figure 2c¢). Two wind speed maxima of this
jet stream can be seen with AC1 developing in the favored
location between them (Tao et al., 2017a) and the sec-
ond maximum was close to the center of PV, starting to
enhance it. At the same time, AC3 merged into AC2 and
TPV3 merged into the polar vortex PV (Figure 1c). The
merging process and the forcing of the jet stream further
enhanced the polar vortex PV, with the central 500-hPa
geopotential height dropping from 514 dam on the 12th
to 511 dam on the 13th, and the central pressure of AC2
decreased from 997 to 988 hPa as a result of combining
with AC3 (Figure 1c).

2.2 | Early development stage

From 13 to 14 August (Figures 1d and 2d), AC1 moved
northeastward from the Barents Sea to the Kara Sea
(Figure 1d,f) and developed rapidly, with the central
pressure of AC1 dropping 13hPa from 998 to 985hPa.
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FIGURE 1 (a-h): 850 hPa temperature gradient (shaded), sea level pressure (contour interval is 2 hPa in dark blue), and 500 hPa
geopotential height (contour interval is 20 m shaded) from the global forecast system analysis at 0000 UTC on 11-18 August 2016. The red,
black, purple and blue arrow lines show the tracks of AC1, AC2, AC3 and AC4 respectively. Ocean areas are colored light blue. Tropopause
Polar Vortex-1 (TPV1), (), TPV3 (O) and TPV4 (e) show the high level locations of TPVs. Latitudes, longitudes, and geographic names
mentioned in this paper are marked in (i). The track of Cyclones AC1, AC3 and AC16 at every 0000 UTC are marked in (i). [Colour figure can

be viewed at wileyonlinelibrary.com]|

The AC1 fronts started to occlude, and AC1 approached
maturity. The upper-level jet stream moved northeastward
to the Arctic Ocean. The AC1 center was located close to
TPV1 and between the two jet streaks, suggesting that the
cyclone was still developing baroclinically.

2.3 | Rapid intensification stage

From 14 to 15 August (Figures le and 2e), AC1 contin-
ued to develop rapidly and moved to the Laptev Sea; the
central pressure dropped 12hPa from 985 to 973 hPa,
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FIGURE 2
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Global Forecast System analysis of 300 hPa geopotential height (contour interval is 40 m in black), and potential

temperature (K, shaded) and wind speed (m-s~!, shaded) on the 2-potential vorticity unit surface. The blue, red and black dashed arrow lines
show the tracks of Tropopause Polar Vortex-1 (TPV1), TPV3 and TPV4 respectively. The dashed lines indicate the cross-sections from CS
(CS1) to CE (CE1) in Figure 3. The symbols show the center location of cyclones AC1 (%), AC3 (@) and AC4 (x:). [Colour figure can be viewed

at wileyonlinelibrary.com]|

and its fronts continued to occlude. TPV1 substantially
intensified (central value at 500 hPa decreased from 531
to 513dam, Figure 1e), moved eastnortheastward to the
Arctic Ocean, and vertically coupled with AC1 (Figure 3f).
The upper-level jet stream weakened and was still con-
nected with AC1 and TPV1, but it was removed from
the polar vortex PV (Figure 2e). AC2 deepened continu-
ously with the central pressure dropping 6 hPa from 992
to 986 hPa. The polar vortex PV intensified (central value
decreased from 512 to 509 dam) and moved northward to
the center of the Arctic Ocean.

2.4 | Later development stage

From 15 to 16 August, AC1 merged with AC2 to form
AC16) and TPV1 merged with PV to form PV16; the
central pressure decreased 5hPa from 973 to 968 hPa,
the low-level system coupled with upper-level polar

vortex, and an axisymmetric vertical structure developed
(Figure 1f). After the merging of the cyclones and vortices
(Figure 1g,h), the fronts and jet stream became separated
from the center of AC16 and AC16 exhibited a barotropic
structure, indicating that baroclinicity was not the pri-
mary energy source and barotropic forcing played an
important role in the later phase of its development. In the
dissipating stage from 16 to 18 August, AC16 weakened,
and the central pressure rose to 975 hPa on 17 August and
983 hPa on 18 August, and it kept an axisymmetric vertical
structure. These stages are used to discuss the impact of
data assimilation on the forecasts of AC16 in Section 4.3.
To summarize, multiple processes contributed to the
generation and development of AC16. In the initial phase,
AC4 and TPV4 (AC3 and TPV3) merged into AC2 and
the polar vortex PV on 12 (13) August. With both merg-
ers AC2 and PV were intensified. The baroclinic growth
of AC1 (low-level front, upper-level jet stream and TPV1)
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Cross-sections of potential vorticity (PVU, shaded), potential temperature (K, contour interval is 5K in black) and wind

center is marked in red dot if the cross-section passes through the cyclone center. Terrain is in brown. Cross-sections are along the colored
dashed lines in Figure 2. [Colour figure can be viewed at wileyonlinelibrary.com]

from 11 to 15 August and the merging of AC1 with AC2
from 15 to 16 August that enhanced the polar vortex were a
non-linear baroclinic and barotropic development via the
low-level system coupling with the upper polar vortex.

3 | MODEL CONFIGURATION,
OBSERVATIONS AND
EXPERIMENTAL DESIGN

3.1 | Polar WRF model configurations
The polar-optimized version of the WRF model (Polar
WREF, e.g., Bromwich et al., 2009) is used in this study.
Simulations are conducted with Polar WRF version 4.1.1,
which includes the improved representation of heat trans-
fer through snow and ice (Hines and Bromwich, 2008;
Hines et al, 2015). Physical parameterizations used
here are based upon previous experience with Polar
WREF applications (e.g., Bromwich et al., 2009; Hines
et al., 2011; Wilson et al., 2011; Steinhoff et al., 2013).
They are the Morrison two-moment microphysics scheme
(Morrison et al., 2009), the Kain-Fritsch cumulus param-
eterization (Kain, 2004), the Rapid Radiative Transfer

Model for GCMs longwave and shortwave radiation
schemes (Mlawer et al, 1997; Iacono et al, 2008),
the Mellor-Yamada-Nakanishi-Niino 2.5-level plane-
tary boundary layer (Nakanishi, 2001; Nakanishi and
Niino, 2004, 2006), and the Noah Land Surface Model
(Chen and Dudhia, 2001). Figure 4a shows the computa-
tional domain. The grid spacing is 15km (613 x 613 grid
points). The model top is at 10 hPa and there are 57 vertical
levels with the first level at about 8 m above the surface.

3.2 | WRF MRI-4DVAR

MRI-4DVAR (Liu20) based on the WRF Data Assim-
ilation (WRFDA, Barker et al, 2012) V4.1.1 is used
in this study. Liu20 provided mathematical formulation
and implementation details of MRI-4DVAR and thus we
only provide a brief description of MRI-4DVAR here.
Different from the normal full-resolution WRF 4DVAR,
MRI-4DVAR uses a three-stage procedure controlled by
scripts and offline programs, including observer, mini-
mizer, and regridder. The observer step runs WRFDA
to compute the first-guess departure from the observa-
tions using the full-resolution nonlinear model (NLM)
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trajectory within the time window and writes out the
first-guess departure to files on disk. The minimizer step
runs WRFDA to perform inner iterations at a lower res-
olution using the first-guess departure computed in the
observer step. The regridder step runs offline programs to
interpolate the low-resolution analysis increment to the
full resolution and add it to the full-resolution background,
which forms the full-resolution analysis for the use of the
observer step of the next outer loop. One key element of
WRF MRI-4DVAR is the introduction of inverse control
variable transforms in the minimizer step within WRFDA,
which is part of the procedure of converting empirical
orthogonal functions space control variables from low res-
olution to high resolution of the next outer loop.

3.3 | Observations

Conventional in situ data and satellite-derived winds
from the Global Telecommunications System (GTS) are
assimilated in this study. Surface data include surface
pressure, temperature and specific humidity at 2 m,
and u-wind and v-wind components at 10 m from syn-
optic weather stations (SYNOP) and airport stations
(METAR) over land, and also from buoys (BUOY) and
ships (SHIPS) over the ocean. Upper-air data consist of

u-wind and v-wind from profilers (PROFILER), u-wind,
v-wind, temperature and specific humidity from radioson-
des (SOUND), and u-wind, v-wind and temperature from
aircraft (AIREP). Two types of satellite-derived products
are assimilated, including 10-m ocean surface winds from
the Advanced SCATterometer (ASCAT) and upper-air
u-wind and v-wind components of satellite cloud-track
wind products retrieved from polar-orbiting and geosta-
tionary satellites (SATWIND). Figure 4a shows that there
is no coverage over the Arctic Ocean for radiosonde and
profiler data. Aircraft reports are mainly over the Atlantic
and do not reach latitudes north of 70° N. The drifting
buoys are scattered over the Arctic Ocean and are mainly
located north of Greenland and Canada with some of them
reaching 87° N.

Advanced Microwave Sounding Unit A (AMSU-A)
(Goodrum et al., 1999) radiances from NOAA-15, -18, -19
and METOP-2 satellites are also assimilated. Consider-
ing snow/sea ice coverage over the Arctic region and the
10-hPa model top, window channels (1-4 and 15) and
high-peaking channels (10-14) are not assimilated in this
study. Therefore, only temperature-sensitive channels 5-9
are assimilated. Figure 4b shows the locations of assimi-
lated AMSU-A radiances. The model domain is well cov-
ered by more than three orbits of each satellite within the
six-hour time window.
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3.4 | Experimental design

Three experiments, termed 3DVAR, 135km45km
MRI-4DVAR, and 45km45km MRI-4DVAR, are performed
in a continuously cycling configuration over a 20-day
period beginning from 0600 UTC of 1 August 2016. All the
three experiments use a six-hour cycling interval with a
six-hour assimilation time window centered at four anal-
ysis times at 0000/0600/1200/1800 UTC. The background
of each analysis is a six-hour forecast from the previous
cycle, except for the first analysis at 0600 UTC of 1 August
that uses a six-hour forecast from the GFS analysis at 0000
UTC of 1 August. To reduce the impact of large-scale drift
at the upper levels during the 20-day continuous cycling,
especially for 3DVAR, we apply spectral nudging for hor-
izontal wind, potential temperature, and geopotential
height in six-hour intervals above model level 40 (100 hPa)
on all three experiments. For the seven-day free forecasts
which are initialized from each 0000 UTC analysis, we do
not apply nudging. To mimic an operational configuration
in real time, the lateral boundary conditions for WRF fore-
casts are provided by the GFS operational deterministic
forecasts in six-hour intervals.

For the 3DVAR experiment, all observations are
assumed to be valid at the center of the six-hour assimi-
lation window. The maximum number of inner iterations
(at the full model resolution of 15km) is set to 70 in
3DVAR, but for most cycles the cost function and gradi-
ent norm converged before 40 iterations.Two MRI-4DVAR
experiments are performed with two outer loops having
lower-resolution inner iterations at the minimizer step:
135km45km uses 135km inner-loop resolution (69 x 69
grid points) for the first outer loop and 45 km (205 x 205
grid points) for the second outer loop whereas 45km45km
uses 45 km inner-loop resolution for both outer loops. Note
that the departure of observations from the NLM back-
ground trajectory within the six-hour time window is per-
formed at the full model resolution of 15 km. Considering
its computational cost, the maximum number of inner iter-
ations is set to 25 for the two MRI-4DVAR experiments.
Observations within the six-hour 4DVAR time window
are divided into hourly time slots (30 min for the begin-
ning and end of the time window). Other 4DVAR-related
settings are similar to those of Liu20 with the use of
TLM/ADM of simplified physics schemes.

For the two MRI-4DVAR experiments, one should
ensure that the corresponding inner-loop resolution model
terrain is used for the integration of TLM and ADM in the
minimizer step as mentioned in Liu20. The background
error covariance files needed for 3DVAR and MRI-4DVAR
are generated at 15, 45, and 135km grid spacing respec-
tively using the National Meteorological Center (NMC)
method (Parrish and Derber, 1992). All experiments

Royal Meteorological Society

assimilate conventional observations and AMSU-A radi-
ances as described in Section 3.3. For radiance assimila-
tion, the Community Radiative Transfer Model (CRTM;
Han et al., 2006) is used as the radiance forward operator,
and radiances over both land and ocean are assimilated.
The variational bias correction (Auligné et al., 2007) is
utilized for radiance assimilation. The background check
is applied as part of the quality control, in which an
observation is rejected if its innovation (i.e., observation
minus background) exceeds three times the observation
error standard deviation. The dense AMSU-A radiance
data can have spatially correlated observation errors (Liu
and Rabier, 2002), which are not taken into account in
WRFDA. Therefore, the AMSU-A radiances are thinned
on a 60-km grid to reduce the error correlation.

4 | RESULTS

41 | Computational efficiency
of MRI-4DVAR

Experiments are conducted on the Ohio Supercom-
puter Center’s (OSC) Owens Cluster that consists of 824
nodes with 28 cores and 128 GB memory per node. The
wall-clock times for the three experiments and each step of
the three-stage MRI-4DVAR are given in Table 1. It should
be noted that only one node can be used for 135 km min-
imization on Owens Cluster. The wall-clock time will be
further reduced if we can use more nodes. While the pro-
cess could have been sped up by using more nodes, about
70 min wall-clock time for the 135km45km setting and
about 90 min wall-clock time for the 45km45km setting are
reasonable for a real-time application with a forecast lead
time of seven days.

4.2 | 20-day cycling diagnostics

In this subsection, 20-day cycling MRI-4DVAR and
3DVAR experiments are verified in both observation
and model space to evaluate the stability, robustness, and
performance.

4.2.1 | Departure statistics

The observation minus background (OMB) statistics
are used to evaluate the assimilation performance for
the cycling run poleward of 60°N. Figure 5a depicts
the time series of root mean square (RMS) of OMB
for the ASCAT ocean surface wind observations from
3DVAR. The RMS of OMB from the 3DVAR fluctuated
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TABLE 1
Experiments Grid points
3DVAR 613%x613
135km45km 15km get innovation 613 x 613
135 km minimisation 69 X 69
45 km minimisation 205 % 205
45km45km 15 km get innovation 613 %613
45 km minimisation 205 x 205
45 km minimisation 205 X% 205

Wall-clock times of three experiments with six-hour assimilation time window on the OSC HPC computing system

Processors Wall-clock time
280 3min
280 10 min ~70 min (time consumed for
. thinning and regridding in
20 17 min .
serial run added)
280 35 min
280 10 min ~90 min (time consumed for
. thinning and regridding in
280 35min .
serial run added)
280 35min

Note: For MRI-4DVAR, the costs of each step are also listed. Note: the total wall-clock time for MRI-4DVAR also includes time consumed for thinning from
high-resolution guess to low-resolution and regridding increment from low-resolution to high-resolution.

URMS 3pu0q: 1.71 (m/s)
VRMS 3puaa: 1.72 (m/s)

(m-s)

U Relative RMS 45maskm: —6-8%
U Relative RMS ;35 ma5km’ —6.8%

0.00 1

—0.25 A

DIFF_RMS (m/s) DIFF_RMS

V Relative RMS 45ymaskm: —6-4%
V Relative RMS 354maskm: —6-1%

FIGURE 5

(a) Time series of root mean square (RMS) (m-s™1) of observation minus background (OMB) for Advanced SCATterometer

ocean surface winds from the experiment 3DVAR for u and v. (b) RMS differences between the MRI-4DVAR experiments and 3DVAR for u.
(c) is same as (b), but for v. The right-most points with vertical bar in (b) and (c) show the RMS differences aggregated over 81 samples for the
cycling period, and the vertical bar shows 95% confidence interval after 8,000 bootstrap resamplings. (a—c) share the same x-axis. The values
of RMS and relative RMS are listed on the right side of the figure. [Colour figure can be viewed at wileyonlinelibrary.com]

between 1.3 and 2.2m-s”!, and the average RMS for
u (v) is 1.71 (1.72) m-s7! in the cycling period. To
investigate the MRI-4DVAR’s performance compared to
3DVAR, Figure 5b,c show the RMS differences between
MRI-4DVAR and 3DVAR, and the negative (positive) val-
ues indicate improvement (degradation) over 3DVAR.
For most of the time, the RMS differences are nega-
tive, indicating MRI-4DVAR has smaller RMS errors than
3DVAR. For the average RMS differences over 81 sam-
ples which are shown on the right in green (135km45km)
and red (45km45km), there is no zero-value included
in the confidence interval, so the improvements for u-
and v-wind components are statistically significant for

the MRI-4DVAR experiments. The relative reduction of
RMS is adopted to compare quantitatively between 3DVAR
experiment and MRI-4DVAR experiments: relative RMS =
100%(RMSymri-spvar — RMS3pvar)/RMS3pyar. Compared
with 3DVAR, the RMS error from 135km45km (45km
45km) decreases 6.8% (6.8%) for the u-wind component
and decreases 6.1% (6.4%) for the v-wind component.

The positive impact of MRI-4DVAR can also be
seen when we use radiance observations to check the
upper-level OMB statistics. The brightness temperature
from NOAA-15 AMSU-A channel 8 is used, whose weight-
ing function peaks around 150 hPa. Figure 6a shows the
RMS of brightness temperature from 3DVAR fluctuated
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FIGURE 6

(a) Time series of root mean square (RMS) (K) of brightness temperature observation minus background (OMB) from the

experiment 3DVAR relative to NOAA-15 Advanced Microwave Sounding Unit A channel 8. (b) RMS differences between the MRI-4DVAR
experiments and 3DVAR. The right-most points with vertical bar in (b) show the RMS differences averaged over 81 samples during the
cycling period, and the vertical bars show 95% confidence interval after 8,000 bootstrap resamplings. (a) and (b) share the same x-axis. The
values of RMS and relative RMS are listed on the right side of the figure. [Colour figure can be viewed at wileyonlinelibrary.com]

between 0.16 and 0.24 K during the cycling period. Com-
pared with 3DVAR, the RMS error from 135km45km
(45km45km) decreases 5.9% (8.2%). The RMS reduc-
tions of MRI-4DVAR relative to 3DVAR are statistically
significant.

4.2.2 | Forecast verification

Figure 7 shows bias from the three experiments and RMS
differences of six-hour to seven-day surface pressure (Ps)
forecasts when verified against the GFS analysis over all
cycles initialized from 20 forecast samples at 0000 UTC.
For bias, the P from all the three forecast runs is gen-
erally more negative than the GFS analysis by up to
1.3 hPa for the day-7 forecast of 3DVAR. A nearly constant
bias reduction of 0.4 hPa compared to 3DVAR is achieved
for most forecast lead times from 45km45km. A further
about 0.1-hPa bias reduction is seen from 135km45km
for lead times beyond 2.5days. For root mean squaere
error (RMSE), the greater improvements from the two
MRI-4DVAR runs are mainly for forecast lead times less
than two days and beyond five days with a 4%-10% RMS
error reduction.

To examine the upper-air forecast of MRI-4DVAR,
the RMS differences between 3DVAR and 4DVAR with
respect to GFS analyses are displayed in Figure 8 for fore-
casts at 12 hours and seven days. For the 12-hr forecasts,
the most pronounced improvement from the two 4DVAR

experiments is for the geopotential height (Z) field when
compared to 3DVAR. The relative improvement in RMS
of Z varied from about 5% to about 35% at different lev-
els. Thus, 45km45km 4DVAR is better than 135km45km
4DVAR, but not statistically different. Consistent 4DVAR
improvement relative to 3DVAR for Z forecasts lasts to
day-7 with an about 7% RMS reduction around 900 hPa.
Two MRI-4DVAR experiments have also an overall pos-
itive impact on wind and temperature fields, but with a
smaller magnitude than that of Z. There is a degradation
in MRI-4DVAR in the temperature field at the lowest lev-
els and wind field between 250 and 400 hPa at 12 hours,
which turn into neutral or positive impacts at day-7.

Although the focus of this study is the forecast perfor-
mance of AC16, these statistical measures over the whole
20-day cycling period indicate robustness and good perfor-
mance of WRF MRI-4DVAR, which has been developed
recently with room for further improvement and tuning
for better skill.

4.3 | Case study of extreme Arctic
cyclone in August 2016

4.3.1 | Surface forecasts and cloud
predictions

In this subsection, we evaluate the forecasts initialized
from 0000 UTC 11 August 2016 for different aspects of
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FIGURE 7 (a)Bias (hPa) of surface pressure forecasts from three experiments with respect to the Global Forecast System analysis as a

function of forecast lead time. (b) Relative root mean square (RMS) (%) between the MRI-4DVAR experiments and 3DVAR. The vertical bars
show 95% confidence interval after 8,000 bootstrap resamplings. [Colour figure can be viewed at wileyonlinelibrary.com]
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The relative root mean square (RMS) (%) between the MRI-4DVAR experiments and 3DVAR versus Global Forecast

System analyses for 12-hr (top) and seven-day (bottom) forecasts of wind vector (WV), temperature, and geopotential height. The horizontal
bars show 95% confidence intervals after 8,000 bootstrap resamplings. [Colour figure can be viewed at wileyonlinelibrary.com]

the three experiments, by comparing to the GFS analysis,
observations from two drifting buoys, and cloud pattern
from composite satellite imagery.

Figure 9 shows the sea level pressure (SLP) forecast ini-
tialized at 0000 UTC 11 August from the three experiments
compared with the GFS analysis. On 12 August, the

central pressure of AC3 over the Laptev Sea reached about
986 hPa and SLP from the three runs are almost overlaid
with the GFS analysis. On 14 August, there are two strong
cyclone centers in the GFS analysis, one is AC1 over the
Kara Sea with a central pressure of 985 hPa and the other
is AC2 over the Arctic Ocean with 991 hPa. MRI-4DVAR
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Sea level pressure of the Global Forecast System analysis (blue) overlaid with the corresponding Weather Research and

Forecasting (WRF) day-1/3/5/7 forecast (red) from 3DVAR (left column), 135km45km MRI-4DVAR (middle column), and 45km45km
MRI-4DVAR (right column). Valid times of analyses/forecasts are marked in each panel. Contour interval is 4 hPa. [Colour figure can be

viewed at wileyonlinelibrary.com]

captured both cyclone centers with better location and
intensity than 3DVAR. On 16 August, the GFS analysis
shows AC16 covering the entire Pacific sector of the Arctic
Ocean with 967 hPa central pressure. The cyclone cen-
tral SLP from 45km45km is 1 hPa higher than in the GFS
analysis and almost overlaid with it. The cyclone center
from 3DVAR is about 600 km to the west of the center in
the GFS analysis with a 10 hPa lower SLP. The prediction
from 135km45km is slightly degraded in comparison to
that of 45km45km. On 18 August, while both 3DVAR and

135km45km have a large displacement of the cyclone cen-
ter, 45km45km (977 hPa) is still in very good agreement
with the GFS analysis (983 hPa) in terms of the center loca-
tion though with a 6 hPa lower central SLP. The pressure
field surrounding the Arctic Ocean suffers from errors in
the GFS forecast propagating through the lateral bound-
ary, but as will be seen below these do not impact the
forecast of AC16 that is centered over the Arctic Ocean.
Figure 10 shows SLP from the GFS forecasts and
those from 45km45km overlaid with the GFS analysis.
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Sea level pressure of the Global Forecast System (GFS) analysis (blue) overlaid with the GFS day-3/5/7 forecast (red)

(upper panels) and with Weather Research and Forecasting (WRF) forecast (red) from the 45km45km MRI-4DVAR experiment (lower
panels). Contour interval is 4 hPa. [Colour figure can be viewed at wileyonlinelibrary.com]

For the three-day forecast from GFS and 45km45km
(Figure 10a,d), the position and amplitude of ACs are com-
parable even though there is a small position shift in GFS
and 45km45km compared with the GFS analysis. For AC1,
the center location from 45km45km is just next to the loca-
tion from GFS analysis, although there is a second center
close to Novaya Zemlya which is caused by the topog-
raphy, while the center location from the GFS forecast
shifted westward over Novaya Zemlya. The SLP of AC16
in the GFS five-day forecast is about 976 hPa, while that in
45km45km is about 968 hPa and much closer to 967 hPa
in the GFS analysis. Location error of the GFS seven-day
forecast (Figure 10f) is larger than that of 45km45km.
This forecast result demonstrates that regional prediction
using Polar WRF initialized by MRI-4DVAR has signif-
icantly improved on the skill of the GFS forecasts that
provide the lateral boundary conditions for the Polar
WREF forecasts. Because Yamagami et al. (2018a) included
this case in their sample and concluded that forecast-
ing cyclones over the central Arctic is less skillful for
longer than five days, this encouraging result indicates
the potential for skillful regional AC forecasts beyond
five days.

Over the Arctic Ocean, in situ meteorological observa-
tions are sparsely distributed and drifting buoys are a good
data source providing surface data in the sea-ice-covered
regions. According to Yamagami et al. (2017), the radius
and center of AC16 were about 1,028 km and 187.60° E

84.56° N respectively. We chose two drifting buoys, buoy
ID 48510 (hereafter, buoy48510) and buoy ID 25623 (here-
after, buoy25623), to verify the three runs. One is on the
north side of AC16 and the other is on the west side. The
tracks of the two drifting buoys and the center of AC16 are
marked in Figure 11a.

Figure 11b shows mean and RMS errors of day-1
to day-7 forecasts verified against P observations from
the two buoys. The Ps forecasts from the three runs are
higher than the observations. The mean of F—O (Fore-
cast minus Observation) between 3DVAR and buoy25623
was as high as 3.5 hPa, while for 135km45km (45km45km)
the mean is reduced to 0.2 hPa (0.3 hPa). Verified against
buoy48510, the mean from 3DVAR is the smallest among
three runs, although it is due to the large variation in the
sign of F—O between relatively large positive and negative
values (Figure 11e). Compared with 3DVAR, the aver-
aged RMS error from 135km45km (45km45km) decreases
21.9% (64.1%) for buoy48510 and decreases 30.3% (72.7%)
for buoy25623.

Figure 11c,d shows time series of P; from the two drift-
ing buoys from 11 to 18 August 2016. For both buoys, there
are two main drops of P; (around 13 and 16 August, days
2 and 5) during the period. Around 13 August, the P; from
both buoys dropped about 10hPa in 24 hours. Accord-
ing to Section 2 and Yamagami et al. (2017), AC3 merged
with AC2 on 13 August, so the observed P drop from the
two buoys is related to the cyclone merger. During 14-16
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FIGURE 11 (a) Tracks of two drifting buoys from 11 to 18 August 2016 and the AC16 center at 0000 UTC on 16 August. (b) Mean and

root mean square (RMS) errors of day-1 to day-7 forecast verified against the two buoys. (¢, d) Time series of observed surface pressure from
the two buoys from 0000 UTC 11 August (day 0) to 0000 UTC 18 August (day 7) 2016. (e, f) Forecast minus Observation (F—O) as a function
of forecast lead time for the three experiments. [Colour figure can be viewed at wileyonlinelibrary.com]

August, the P; from two buoys dropped continuously and
reached the lowest Py at 1800 UTC and 1200 UTC 16
August, respectively, due to AC16, which is consistent with
Figure 1f.

Figure 1le,f depicts F-O as a function of forecast
lead time from the three experiments. At 1800 UTC 12
August (0000 UTC 13 August) for buoy48510 (buoy25623)
(during the cyclone merge), P; from the two MRI-4DVAR
experiments are very close to the two buoys (Figure 11e,f),
whereas Ps from 3DVAR is lower than the observations
by over 5hPa (9 hPa) respectively. For buoy25623, which
was close to the AC16 center, the deep Ps from 3DVAR
(Figure 11f) on 13 August is consistent with results from
previous discussion in Figure 9. The maximum F—O from
3DVAR is over 10 hPa around 16 August compared to the
two buoys. In contrast, the 45km45km experiment exhib-
ited stable F—O with only a small variation of the F—O
value over the seven-day forecasts. Overall 135km45km’s

performance is between 3DVAR and 45km45km, and for
the first five days the 135km45km results are close to those
of 45km45km.

To illustrate the forecast performance for clouds, we
compare outgoing longwave radiation (OLR) at the top
of the atmosphere (TOA) with the satellite compos-
ite imagery retrieved from the Antarctic Meteorological
Research Center (AMRC) archive at the University of
Wisconsin-Madison (Kohrs et al., 2014). The OLR image
used here was downloaded from ftp://amrc.ssec.wisc.edu/
archive/ and at a 4-km grid spacing. Figure 12 shows the
five-day forecast TOA OLR from the three experiments
and composite satellite imagery. SLP from the GFS anal-
ysis (Figure 12a) and from the day-5 forecast of the three
experiments (Figure 12b-d) are also overlaid with the
OLR images to better identify the cyclone center and sur-
rounding cloud features. Compared to the composite satel-
lite image, the five-day forecast OLR patterns from two
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MRI-4DVAR runs have a better agreement than 3DVAR
with the observed cloud patterns around the extreme Arc-
tic cyclone center, especially for the frontal cloud band to
the right of the center in 45km45km.

The significantly improved forecast skill of AC16 up to
and beyond five days from MRI-4DVAR is encouraging and
we explore the reasons for the improvement in the follow-
ing subsection by analyzing the structure of the dynamic
and thermodynamic fields and their evolution.

4.3.2 | Upper-level forecasts and the impact
of initial conditions on AC16

In this subsection, we analyze the forecast of AC16 from
the view of dynamic and thermodynamic mechanisms and
investigate the impact of initial conditions on the predic-
tion of this storm. Because the two MRI-4DVAR figures
are similar (especially at the initial time), the results of
135km45km MRI-4DVAR are not presented here. We use
“4DVAR” to represent “45km45km MRI-4DVAR”.
Baroclinic instability is the major mechanism of
cyclone genesis and development, and is often used to
interpret formation, intensification, and persistence of

FIGURE 12
satellite imagery overlaid with Global

(a) Composite

Forecast System (GFS) sea level pressure
(SLP) analysis, and Polar Weather
Research and Forecasting (WRF) day-5
forecast of top of atmosphere outgoing
longwave radiation (OLR, W-m~2)
overlaid with SLP from (b) 3DVAR, (c)
135km45km, and (d) 45km45km, valid at
0000 UTC 16 August 2016. Red-filled
circles with white outline show the
location of the cyclone center from the
GFS analysis, and the blue-filled circles
locate the forecast centers. Contour
interval is 8 hPa. [Colour figure can be
viewed at wileyonlinelibrary.com]

Arctic cyclones (e.g., Yanase and Niino, 2007; Yamagami
et al., 2017; Yamagami et al, 2018a, 2018b; Akperov
et al., 2020). The maximum Eady growth rate (EGR) is a
measure of baroclinic instability (Eady, 1949); it indicates
how conducive the environment is to cyclogenesis and
deepening (e.g., Hoskins and Valdes, 1990; Pierrehumbert
and Swanson, 1995). EGR is defined using the vertical
wind shear and the Brunt-Viisili frequency:

U

EGR = 0.3098—;; , (1)
30

N? = ga—z @)

where f is the Coriolis parameter, 0U/dz is the verti-
cal wind shear, U is the horizontal wind vector, and
Z is the vertical coordinate. Due to the thermal wind
balance, the vertical wind shear is connected to the hor-
izontal temperature gradient. N is the Brunt-Viisdld
frequency, which depends on the vertical gradient of the
potential temperature where g is the gravity acceleration
and @ is the potential temperature. EGR is calculated
at 400 hPa, that is below the strongest wind speeds and
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where the horizontal temperature gradients contribute to
vertical wind shear. EGR is used to investigate the baro-
clinic instability that is connected with the upper-level
jet stream.

Forecast results initialized by 3DVAR and 4DVAR data
assimilation experiments

The synoptic analysis in Section 2 showed that mul-
tiple processes contributed to the evolution of ACI16.
For the comparison of forecast results initialized by
3DVAR and 4DVAR, the impacts of baroclinicity, polar
vortex, jet stream and TPVs on the storm develop-
ment are investigated according to the stages described
in Section 2.

Initial stage. From 11 to 13 August, the cyclonic circu-
lation of AC1 in 3DVAR (Figure 13b) develops slower
than in 4DVAR (Figure 13e), facilitating greater sub-
sequent intensification. In the forecast initialized by
3DVAR, the upper-level jet streak (adjacent to TPV1
and PV) becomes stronger than 4DVAR (Figure 14a,d).
The polar vortex PV was overintensified in 3DVAR
after TPV4 and TPV3 merged into PV from 11 to 13
August (Figures 1b and 13b,e) because of the stronger
TPV4 and TPV3 (not shown). The overdeveloped
PV in 3DVAR (Figure 15a,b) enhanced AC2 by 13
August (980hPa compared with 986hPa in 4DVAR
[Figure 13b,e]).

Early development stage. From 13 to 14 August, the fronts
of AC1 were starting to occlude in 4DVAR while in 3DVAR
they were actively developing (Figure 13c,f). AC2 fully
coupled with the polar vortex PV in 3DVAR with an
axisymmetric vertical structure and the central location
was shifted compared to 4DVAR (Figures 13c,f and 15b,e).
The deeper polar vortex PV in 3DVAR increased the ther-
mal gradient between PV and the jet especially along the
colder trough to the south of the PV center (Figure 14b,e).
According to the thermal wind balance, the stronger tem-
perature gradient intensified the jet stream as reflected
by the EGR (Figure Alc,f); the developing cyclone AC1
was supported by the right entrance of the dominant jet
streak (Figure 14c,f). The enhanced PV extended cyclonic
flow from the tropopause to low levels which helped to
intensify AC2 (980 hPa in 3DVAR and 990 hPa in 4DVAR;
Figure 13c,f). The deeper polar vortex, earlier coupling
between the low-level cyclone and the polar vortex PV, and
stronger jet stream led to the earlier development of AC2
in 3DVAR.

Rapid intensification stage. From 14 to 15 August, the
central pressure of AC1 in 3DVAR dropped 24 hPa from
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984 to 960 hPa (from 985 to 973hPa in 4DVAR) dur-
ing the merger of AC1 with AC2 and TPV1 with with
the polar vortex PV (Figure 13c,f,g,j). TPV1 was inten-
sified and deeper in 3DVAR than 4DVAR and coupled
with the low-level cyclone AC1 (not shown). PV in
3DVAR started to intensify when being coupled with
the intensified surface low system AC2 because of ear-
lier coupling on 0000 UTC 14 August (Figure 13g,).
For 3DVAR, the amplified baroclinic instability at the
jetstream level shown by EGR (Figure Alc,(f,g,j), the
stronger upper jet stream (close to TPV1) (Figure 14b,e),
and intensified vortices (TPV1 and the polar vortex PV)
led to the stronger and faster baroclinic development of
cyclone system AC1 (0000 UTC 14 August to 0000 UTC
15 August).

Later development stage. From 15 to 16 August, the pre-
dicted central pressure of AC16 based on 3DVAR initial-
ization dropped to 957hPa and was 11 hPa lower than
4DVAR (968 hPa). In the 3DVAR forecast, TPV1 fully
merged into PV (Figures 14c and 15c¢) and AC16 ver-
tically coupled with PV16 (previously PV), which led
to the stronger surface cyclone (AC16). In the fore-
cast initialized by 4DVAR, TPV1 did not fully merge
with PV16 and they are displaced from each other
(Figures 14f and 15f).

Dissipating stage. After 16 August, AC16 began to dis-
sipate and linger over the Arctic Ocean for several days.
AC16 and PV16 became a barotropic system, and the
low-level cyclone was coupled with the upper-level polar
vortex. The predicted central pressure of AC16 based
on 3DVAR initialization was 963hPa and still lower
than 4DVAR (971 hPa). The centers of surface low and
polar vortex were fully overlaid in 3DVAR with strong
vertical coupling and in 4DVAR the low-level pressure
center was still displaced from the upper-level vortex
(Figure 13i,l). The 3DVAR complete vertical coupling
and barotropic structure are similar to the long-lasting
storm studied by Tao et al. (2017b). The polar vortex
steered the cyclonic circulation of the whole system from
tropopause to surface while keeping the storm over the
Arctic Ocean.

The impact of initial conditions on the forecast of AC16

Based on the synoptic and forecast analysis of the AC16
case study, the impacts of initial conditions from 3DVAR
and 4DVAR at 0000 UTC 11 August on the forecast
performance are investigated by analyzing the dynamic
and thermodynamic structure and differences between
them. In the initial condition from 3DVAR compared to
4DVAR, TPV4 and TPV3 as well as the jet streams and
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FIGURE 13

Temperature gradient at 850 hPa (shaded), sea level pressure (SLP) (contour interval is 4 hPa in blue), and 500-hPa

geopotential height (contour interval is 20 m shaded) from Weather Research and Forecasting (WRF) forecast initialized by 3DVAR and
4DVAR for 0000 UTC 12 August to 0000 UTC 17 August 2016. Tropopause Polar Vortex-1 (TPV1) (e) and TPV3 (O) show the high-level
locations of TPVs. [Colour figure can be viewed at wileyonlinelibrary.com]

baroclinicity related to them via the EGR were amplified
(Figure 16b,c,e,f). As a result of the enhanced TPV4 and
TPV3 merging into the polar vortex PV, it was overinten-
sified by 3DVAR from 11 to 13 August (Figure 13b,e). The
stronger frontal zone at 850 hPa (Figure 16a,d), and the
stronger jet stream on the 2-PVU surface (Figure 16b,e)
can be seen near AC1 and TPV1, respectively. This shows

that AC1 was connected to stronger baroclinic systems
and processes, which led to AC1’s early baroclinic devel-
opment in 3DVAR compared to 4DVAR. Similar to Tao
et al’s (2017a) analysis for AC12, TPVs (and the polar
vortex PV) are associated with warm anomalies in the
lower stratosphere that intensified the upper-level jet and
the storm.
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potential temperature (K, shaded) and wind speed (m-s
cross-sections from CS to CE in Figure 15. The blue arrow dashed lines show the track of Tropopause Polar Vortex-1 (TPV1). Valid times are
marked in each panel. The symbols show the center location of cyclones AC1 (x) and AC3 (e). [Colour figure can be viewed at
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are along the dashed lines from CS to CE in Figure 14. [Colour figure can be viewed at wileyonlinelibrary.com]
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Analysis of 3DVAR and 4DVAR at 0000 UTC 11 August 2016. (a, d), 850-hPa temperature gradient (shaded), sea level

pressure (contour interval is 4 hPa in blue), and 500-hPa geopotential height (contour interval is 20 m, shaded). (b, e), 300-hPa geopotential
height (contour interval is 40 geopotential meters, black) overlaid with potential temperature (K, shaded) and wind speed (m-s~!, shaded) on
the 2-potential vorticity unit surface. (c, ), 400-hPa geopotential height (black, contour interval is 40 geopotential meters) and Eady growth
rate (EGR) (shaded, day~!, between 450 hPa and 350 hPa). Tropopause Polar Vortex-1 (TPV1; @), TPV3 (O) and TPV4 (e) in (a,d) show the
high-level locations of TPVs in (b,e). [Colour figure can be viewed at wileyonlinelibrary.com]

Compared to the initial condition produced by 4DVAR,
3DVAR produced deeper polar vortex/TPVs, amplified
baroclinic instability, intensified upper-level jet streams
and a stronger frontal zone. These factors led to the dis-
placement of center location and the much deeper central
pressure in Polar WRF forecast of AC16 initialized by
3DVAR. For 4DVAR, the successful prediction of AC16 was
due to the more accurate simulation of upper-level atmo-
spheric fields, as shown for the 20-day cycling diagnostics
(Figure 6) from Section 4.2. The better radiance assimila-
tion in 4DVAR (see 11 August in Figure 6) contributed to
the improvements in the upper-level fields. The better fore-
cast results initialized by 4DVAR benefited from using the
forecast model as a constraint to impose thermodynamic
and dynamic balances (between the baroclinic processes,
polar vortex/TPVs, and upper-level jet stream) on the data
assimilation.

5 | CONCLUSIONS

In this study, the Polar WRF model and WRFDA (3DVAR
and MRI-4DVAR) are applied to perform cycling data
assimilations and forecast experiments for Arctic cyclone
prediction to evaluate MRI-4DVAR performance during

a 20-day cycling run, and to investigate the impacts of
initial conditions on the forecast skill of AC16 and iden-
tify the factors impacting its predictability. Importantly to
mimic the forecast process, lateral boundary conditions for
Polar WREF forecasts were taken from the GFS operational
deterministic forecasts.

Statistical measures of averaged forecast performance
over a 20-day cycling period indicate a clear benefit of
MRI-4DAR when compared to 3DVAR, especially for lead
times beyond five days with an about 6% RMS error reduc-
tion for day-7 SLP forecast. Compared to the 3DVAR
experiment, using the recently developed multiresolu-
tion incremental 4DVAR (MRI-4DVAR) technique (Liu
et al., 2020) leads to a substantial forecast improvement
of the extreme Arctic cyclone event that occurred on 16
August 2016 (AC16) while keeping its computational cost
reasonable for real-time applications. A skillful SLP fore-
cast of 5-7 days is obtained in terms of location and inten-
sity of the extreme AC16 with a Polar WRF forecast grid
spacing at 15km and both MRI-4DVAR inner loop mini-
mizations at 45 km.

Dynamic and thermodynamic (development) mecha-
nisms are investigated for the AC16 case. The prediction
of AC16 is challenging because it includes multi-
ple processes, such as merging of Arctic cyclones,

85UB01 T SUOLULLOD 9AIT.1D) 3{cedl|dde aLpy Aq peusenob a1e Sajoie YO 9sN JO SaInJ 10} A1q1T 8Ul|UO AB[IM UO (SUONIPUOD-PUB-SWB)LIO"AB| 1M ARe.d1|Bul [UO//STY) SUORIPUOD pue SWIS 1 8L} 38S *[£202/ZT/TT] U0 ARiqiauliuo A8|IM IS oo AISeAIUN SIS 0O Aq 695t b/200T 0T/I0p/W00" A8 1M AIq 1 pUTJUO'SIBWL//SANY Wol) papeojumod *2S/ ‘€202 ‘XOL8LLYT


http://wileyonlinelibrary.com

BAN ET AL.

Quarterly Journal of the ERMets

merging of polar vortex/TPVs, baroclinic processes and
vertical motions associated with jet streams. In the
3DVAR-generated initial conditions, the deeper TPV3
together with a stronger jet stream intensified AC2 dur-
ing first two mergers on 12 and 13 August. Consequently,
there was an earlier coupling between Arctic cyclone AC2
and the polar vortex PV on 14 August in the forecasts from
3DVAR. The deeper PV, earlier coupling between AC2
and PV, and stronger jet stream led to the earlier devel-
opment of AC2 in 3DVAR. AC1 and TPV1, which merged
into AC2 and PV on 16 August, also played an impor-
tant role. The baroclinic instability adjacent to TPV1 was
stronger in 3DVAR than in 4DVAR and was accompanied
by a stronger jet stream that led to the overdevelopment
of AC16 in 3DVAR. Yamagami et al. (2018b) mentioned
that accurate prediction of upper-level fields is important
for the prediction of ACs. For MRI-4DVAR, the success-
ful prediction of AC16 is likely due to the more accurate
simulation of upper-level atmospheric fields, which was
facilitated by improved satellite radiance assimilation.
The better forecast results initialized by 4DVAR benefited
from using the forecast model as a constraint to impose
thermodynamic and dynamic balances (between the baro-
clinic processes, polar vortex/TPVs, and upper-level jet
stream) on the data assimilation. The better forecast skill
for AC16 obtained here compared to the GFS determin-
istic model is a probable consequence of using a regional
model and 4DVAR system optimized for Arctic conditions.
The prominent role of the quasi-stationary polar vortex in
the development of AC16 likely facilitated the success of
these medium-range forecasts.

This study assimilated conventional observations and
temperature-sensitive AMSU-A radiances from four satel-
lites. Further improvement could potentially be made by
assimilating more satellite radiance data in MRI-4DVAR,
such as from the humidity-sensitive Microwave Humid-
ity Sounder (MHS) and Infrared Atmospheric Sounding
Interferometer (IASI). The assimilation of MHS and IASI
data will substantially increase the amount of satellite radi-
ances as well as better depicting the atmosphere’s humid-
ity structure. WRF MRI-4DVAR has been successfully
applied to improve severe-storm prediction at convective
scale (Liu et al., 2020; Wu et al., 2020), and we plan to apply
it to ACs from other years to confirm the generality of the
forecast improvement shown here.
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