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Abstract
Data impact experiments are conducted employing the Polar Weather Research
and Forecasting (WRF) model during the YOPP-SH summer special observing
period (SOP) using the Antarctic Mesoscale Prediction System (AMPS) frame-
work to determine the forecast impact of numerous additional radiosondes
collected during the SOP. Hybrid variational-ensemble three-dimensional data
assimilation is performed on model forecast domains over Antarctica and the
Southern Ocean using all regular observations normally available (Experiment
“NoSOP”) and using the same set plus the extra soundings launched for the
SOP (Experiment “SOP”). The SOP results show better near-surface temper-
ature and wind-speed forecasts than the NoSOP results, primarily over West
Antarctica. Radiosonde profiles confirm that temperature and wind-speed fore-
casts are improved throughout the troposphere with the addition of the SOP
radiosonde data, but the results for relative humidity are variable. Temperatures
are improved at lower levels early in the forecasts, whereas wind speeds are bet-
ter at higher levels later in the forecasts. An evaluation against the ERA5 global
reanalysis that provides a much broader perspective reveals that the improved
forecast skill for the SOP experiment persists up to 72 hours for temperature,
wind speed, and relative humidity. The gains, however, are primarily confined
to the Antarctic continent, consistent with the additional radiosonde spatial
coverage being mainly poleward of 60◦S. With extra radiosondes concentrated
over the Antarctic Peninsula, SOP forecasts of the region downstream of the
Peninsula were significantly improved compared to NoSOP forecasts. In addi-
tion, it is found that the assimilation of the additional radiosonde data can
have a greater impact on the forecasts of strong cyclones, as shown for a major
coastal cyclone affecting West Antarctica, with improvements in its magnitude
and track. The results also suggest that increasing radiosonde launches at lower
southern latitudes would improve forecasts over the Southern Ocean, especially
during austral winter.
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1 INTRODUCTION

Antarctica, the highest, coldest, driest, and windiest con-
tinent, can be separated into the Antarctic Peninsula,
West Antarctica, and East Antarctica (e.g., King and
Turner, 2007). Low temperatures, strong winds, and lim-
ited daylight can jeopardize the safety of field work
and flight operations (Monaghan et al., 2003). Accurate
and timely weather prediction for Antarctica is critical
in support of the field operations of the United States
Antarctic Program (USAP) and can be challenging due
to rapidly changing and extreme weather (e.g., Bromwich
et al., 2005). Compounding the forecast challenge is the
sparsity of direct observations from the continent and
surrounding Southern Ocean to the north (e.g., Boullot
et al., 2016).

The World Meteorological Organization’s (WMO)
World Weather Research Programme (WWRP) ini-
tiated the 10-year Polar Prediction Project (PPP) to
advance environmental prediction for the polar regions
on time-scales up to a season (Jung et al., 2016). As
the flagship activity of PPP, the Year of Polar Predic-
tion (YOPP) featured enhanced observing, modeling,
verification, user engagement, and educational activi-
ties. In the Southern Hemisphere, this effort is known
as YOPP-SH (Bromwich et al., 2020) and included a
special observing period (SOP) from November 16,
2018 to February 15, 2019. During the Antarctic opera-
tional summer field season, radiosonde launches, and
buoy deployments were augmented. As a result, the
SOP saw 2,244 additional radiosondes launched from
24 land-based stations and five ships, with an average
of about 24 additional radiosondes per day (Bromwich
et al., 2020). These extra observations are included here
in the numerical weather prediction (NWP) experi-
ments to refine the predictive skills of Antarctic weather
conditions.

Historically, the numerical forecast skill in the
ocean-dominated Southern Hemisphere has trailed
behind that in the more land-dominated Northern Hemi-
sphere (Simmons and Hollingsworth, 2002) due in large
part to the more limited conventional observations espe-
cially over the oceans. This places greater reliance on
satellite observations for forecast initialization in the
Southern Hemisphere. A particularly marked reduction
in the forecast skill contrast between the extratropical
hemispheres occurred right after the start of assimilation
of Advanced Microwave Sounding Unit (AMSU) satel-
lite radiances in late 1998. Today, the forecast skill in the
Southern Hemisphere is only slightly less than in the
Northern Hemisphere (e.g., Bauer et al., 2015) providing
an opportunity for enhanced conventional observations
to improve the Southern Hemisphere forecasts which is

here explored for the Southern Ocean and Antarctica. As
shown by Bromwich et al. (2020), global model forecasts
during the YOPP-SH summer SOP were markedly less
skillful for Antarctica (poleward of 60◦S) than for the Arc-
tic region poleward of 60◦N during a comparable period.
At least part of the explanation is the reduced assimi-
lation of satellite microwave radiances over Antarctica
(Guedj et al., 2010) compared to the Arctic during sum-
mer (Lawrence et al., 2019). Less reliable representation of
Antarctic atmospheric processes in forecast models likely
also plays an important role (Bromwich et al., 2020). As a
result, there is more scope for forecast improvement near
and over Antarctica than for the southern extratropics as
a whole.

Boullot et al. (2016) evaluated the forecast perfor-
mance of four global modeling systems during the Con-
cordiasi dropsonde campaign in austral spring 2010 for
the Southern Ocean and Antarctica. They found that the
greatest analysis spread was in the 50–70◦S circumpo-
lar oceanic zone representing uncertainty in the forecast
initial conditions. Using the forecast sensitivity to obser-
vations (FSO) metric, they concluded that satellite data
contributed 60% or more to forecast error reduction after
24 hours with modest radiosonde and dropsonde impact
that varied according to the modeling system. Recent case
studies indicate that additional radiosonde observations
provide improved Antarctic forecast skill. For example,
Sato et al. (2020) demonstrated that extra radiosonde obser-
vations from Dome F in interior Antarctica led to better
prediction of the central pressure of an intense summer
cyclone over the Southern Ocean near Syowa Station and
more accurate depiction of the strong wind and mois-
ture content along the coast. That study, however, did
not assimilate satellite radiances into the forecast initial
conditions. Using the same forecast model configuration,
Sato et al. (2018) found that radiosonde ascents from a
ship cruise across the Southern Ocean from Antarctica
improved the two-day forecast of a cyclone near Tasmania.
Beside cyclones, additional radiosonde observations also
benefit the prediction of Atmospheric Rivers, which are
associated with extreme precipitation and surface melting
over Antarctica (Wille et al., 2019; Bromwich et al., 2020).
Here, the numerous extra radiosonde ascents collected
during the YOPP-SH summer SOP are used to explore the
forecast impact of these observations using both compos-
ite statistical analyses and a case study of a major coastal
cyclone.

The manuscript is organized as follows. Section 2 out-
lines the data used and model set up for the forecasts.
Section 3 first provides an overview of the performance
of the forecasts with/without additional radiosonde obser-
vations in the initial conditions, and then investigates a
cyclone case in January 2019. Section 4 summarizes the
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results and identifies additional research needed to further
improve Antarctic weather forecasts.

2 DATA AND METHODS

2.1 Background

This study applies the Weather Research and Forecast-
ing (WRF) Model (Skamarock et al., 2019) to examine
the impact of this radiosonde enhancement on Antarc-
tic weather forecasts. Extensively used for both research
and operations worldwide, WRF here is applied in a
configuration reflecting that of the Antarctic Mesoscale
Prediction System (AMPS)1 (Powers et al., 2003, 2012).
AMPS is a real-time NWP system with a primary mis-
sion of providing model guidance to the forecasters of
the U.S. Antarctic Program (Powers et al., 2012). Beyond
this, AMPS offers support to researchers, international
Antarctic efforts, and scientific field campaigns. AMPS
is not a model, but an infrastructure that runs differ-
ent weather models and that generates and distributes
forecast products to the key audience of USAP forecast-
ers as well as a variety of Antarctic user groups. Cur-
rently AMPS runs both the polar version of WRF (Polar
WRF, e.g., Hines et al., 2019) and the Model for Pre-
diction Across Scales (MPAS; Skamarock et al., 2012).
While the operational WRF setup has five interac-
tive forecast grids telescoping from the Southern Ocean
surrounding the continent to areas within Antarctica,
this study’s model configuration employs only AMPS’s
two outer 24-km (Southern Ocean coverage) and 8-km
(Antarctic continent) domains (Figure 1b). This focus
on two grids is done to reduce the overall computa-
tional burden and to mimic the data assimilation for
WRF in AMPS, which is only done on those two outer
domains.

Two sets of WRF experimental forecasts are produced:
one reflecting the assimilation of the standard observa-
tional dataset of the routine soundings and other data
available to AMPS2 including AMSU satellite radiances
and one reflecting the addition of the SOP extra sound-
ing data to this. We will refer to experiments of forecasts
from the former setup as “NoSOP” (for no SOP data added)
and to the experiment of forecasts from the latter setup as
“SOP” (for SOP data added). Thus, the SOP experiment

1 AMPS official website: https://www2.mmm.ucar.edu/rt/amps/
2 The routine observations assimilated in WRF in AMPS are: surface
data (e.g., AWS, SYNOP, METAR); upper-air soundings; aircraft
observations; ship and buoy observations; geostationary and
polar-orbiting satellite AMVs (atmospheric motion vectors); GPS (global
positioning system) radio occultations; and AMSU radiances.

reflects WRF initialized with the extra sounding data in
the data assimilation (DA) step. Hybrid three-dimensional
ensemble/variational data assimilation (3DEnVar) (Wang
et al., 2008) is applied to produce the initial conditions for
WRF. This capability is provided in the WRF data assimi-
lation system (WRFDA, Barker et al., 2012), and the details
are provided below in Section 2.5.

2.2 YOPP-SH SOP radiosonde data

Figure 1a and c shows the locations and numbers of
additional radiosonde launches during the SOP and the
number of additional launches for each station site. Over
75% of the radiosonde sites are along the Antarctic coast,
and those sites also have more frequent observations
(∼3–4 launches per day; Figure 1a). There are three peri-
ods of experiment simulations in this study – November
15–December 6, 2018, January 1–17, 2019, and February
1–15, 2019 – and the January period has 455 additional
launches (i.e., about 27 extra launches per day) at 20 sites,
32% and 57% more launches compared to the other two
simulation periods, respectively (Figure 1c).

2.3 Automatic Weather Station
observations

Forty stations from the UW-Madison Automatic Weather
Station (AWS) program (Lazzara et al., 2012) provide
hourly observations of 2-m temperature, 10-m wind speed,
and 2-m relative humidity (RH) over Antarctica to evaluate
the SOP and NoSOP forecasts. Data from the AWS network
have long been used for model evaluation and meteorolog-
ical analysis. Most AWS sites have received updated equip-
ment since the 2010s, and the AWS network provides con-
tinuous and accurate surface meteorological observations
(Costanza et al., 2016). This study used quality-controlled
AWS observation data from UW-Madison, and all suspi-
cious values (e.g., unrealistic spikes) have been removed
manually. AWS and radiosonde observations were assim-
ilated into the initial conditions for the SOP and NoSOP
forecasts but become progressively independent of the
forecast results as the lead time increases.

2.4 ERA5 reanalysis

Produced by the European Centre for Medium-Range
Weather Forecasts (ECMWF), ERA5 is a global
atmospheric reanalysis covering the period January
1950–Present with a horizontal resolution of ∼31 km and
137 vertical levels from the surface to 2 hPa (Hersbach

https://www2.mmm.ucar.edu/rt/amps/
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F I G U R E 1 (a) The location of radiosonde sites with additional YOPP-SH soundings; (b) domain 1 (24 km) and 2 (8 km) of WRF
simulations; and (c) the time coverage of each radiosonde site during the special observing period. Total number provides the count of the
extra observations for all stations within each half month. Red lines show three simulation periods, from November 15 to December 6, 2018,
January 1 to 17, 2019, and February 1 to 15, 2019. The red numbers below the red line show total launches in each simulation period and
average launches per day (numbers inside the parentheses). Escudero is combined with King Sejong station as King George Island, and Jang
Bogo is combined with Mario-Zuchelli as Terra Nova Bay [Colour figure can be viewed at wileyonlinelibrary.com]

et al., 2020). The ERA5 dataset consists of hourly analyses
produced from the ECMWF forecast model and DA sys-
tem. Previous studies have confirmed the reliability of
ERA5’s performance over much of the polar regions in
representing the atmospheric state, as reflected in its
characterization of variables such as temperature, wind,

and humidity (Gossart et al., 2019; Graham et al., 2019;
Tetzner et al., 2019; Inoue et al., 2021; Zhu et al., 2021).
With higher temporal and spatial resolution, ERA5 simu-
lates the near-surface temperature and wind fields better
than its predecessor reanalysis, ERA-Interim, especially
along the Antarctic coast (Tetzner et al., 2019). Thus,

http://wileyonlinelibrary.com
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in selected contexts this paper uses ERA5 data as a
point of comparison to evaluate the performance of the
experiments’ forecasts.

2.5 Data assimilation and forecasts

2.5.1 Analysis cycling

The forecast initial conditions for a given initialization
time (hour 00) were the result of a three-day period of
analysis cycling, beginning 72 hours prior to initializa-
tion (i.e., at initialization hour −72). During this period,
3DEnVar was performed every six hours, on both model
domains. A six-hour WRF integration was then run on
these domains, initialized with the results of the DA step,
to advance the model state from one analysis time to the
next (i.e., from hour −72 to hour −66). The model state
after the six-hour model integration then became the back-
ground (first guess) of the next DA step. The cycle was
repeated every six hours, advancing from hour −72 to a
final DA step at hour 00. Thus, over the course of three
days, there were 13 DA steps and 12 model advance steps
to advance the analysis state from 72 hours prior to fore-
cast initialization, to the initialization time of the forecast
of the experiment. It is these forecasts that are analyzed
below.

The first analysis cycle (at hour −72) used the global
forecasting system (GFS) analysis as a background (first
guess) state. Such GFS analyses used some (but not all) of
the additional observations taken during the SOP. Using
GFS, then, to initialize the forecast experiments, intro-
duces some information from the additional observations
into the first forecast of the cycling period, including that
for the control NoSOP experiment that does not otherwise
assimilate the extra SOP radiosondes. Therefore, the strat-
egy of a three-day period of analysis cycling was made with
GFS lateral boundary conditions, to allow the model state
in the domain interior to evolve away from the first, early
GFS conditions (i.e., at hour −72) to a state that reflects,
through the differing sets of observations, the inclusion or
exclusion of the special radiosondes during the DA period.
The forecast initial conditions (hour 00) are thus three days
and numerous cycles removed from the GFS state, filtered
through 13 3DEnVar steps and 12 six-hour WRF model
advances.

Extended, continuous cycling of analyses might have
been preferred, but continuous WRF cycling experiments
in the AMPS framework resulted in growth of errors, par-
ticularly of noise at upper model levels, that made results
unreliable. Three-day cycling limited the growth of errors
due to cycling, while distancing the experiments’ forecasts
from the influence of the initial GFS analysis.

The ensemble background error (BE) statistics for each
DA step were derived from a 20-member ensemble of
12-hour WRF forecasts, with each ensemble member ini-
tialized directly from a member of the National Centers
for Environmental Prediction (NCEP)’s Global Ensem-
ble Forecast System (GEFS; Zhou et al., 2017). There
was no additional DA step performed for the ensem-
ble members; that is, each member was “cold-started”
from a GEFS member without reanalysis of that back-
ground. Furthermore, the ensemble was not cycled; prior
to each DA step, a new ensemble was re-initialized
(cold-started) directly from GEFS members and run for
12 hours.

Given computational constraints, the ensemble was
run only on the coarse (24-km) model grid; for DA on
the fine (8-km) grid, the ensemble (BE) statistics were
interpolated from the coarse grid using the dual-resolution
capability of the WRFDA hybrid assimilation technique.
Static BE statistics for two domains were derived using
the NMC (U.S. National Meteorological Center) Method
(Parrish and Derber, 1992), taking the difference between
24-hour forecasts and 12-hour forecasts from a separate
month-long set of WRF forecasts. The ensemble and static
estimates contributed equally to the BE statistics applied.

The SOP and NoSOP experiments followed the same
three-day analysis cycling strategy outlined above to pro-
duce forecast initial conditions, using the same GFS con-
ditions as a first guess at hour −72, the same ensemble
BE statistics derived from the 20-member ensemble, the
same static BE statistics, and the same lateral boundary
conditions. The only difference was the set of observations
introduced during the DA steps. The two experiments
thus evolve different model states, one (NoSOP) reflecting
only routine observations in the DA steps, the other (SOP)
reflecting routine observations plus the special YOPP-SH
radiosondes.

2.5.2 Forecasts

Table 1 describes the input data and physics scheme set-
tings of the Polar WRF-based forecast experiments. Fol-
lowing the above strategy for producing initial conditions,
each forecast was run for three days (i.e., to hour 72). Lat-
eral boundary conditions were derived from the GFS fore-
casts. Forecasts were run on two domains, using WRF’s
two-way interactive nesting mode. Polar WRF was config-
ured with 61 vertical levels, with the lowest model level
approximately 12 m above the surface and the model top
at 10 hPa. Model levels were spaced closely near the sur-
face, with 13 layers in the lowest kilometer of the atmo-
sphere, and the layer thicknesses gradually stretching from
roughly 24 m to roughly 150 m. Model layers above that
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T A B L E 1 Polar WRF model settings

WRF specifications

WRF version 3.9.1

Resolution 24 km / 8 km

Vertical levels 61 (model top at 10 hPa)

Input data NCEP 0.25◦ GFS model output

Microphysical scheme WSM 5-class microphysics

PBL scheme Mellor-Yamada-Janjic (eta) TKE scheme updated every time step

Cumulus scheme Kain–Fritsch cumulus updated every time step

Long-wave radiation scheme RRTMG long-wave radiation scheme updated every 15 minutes

Short-wave radiation scheme Goddard short-wave radiation scheme updated every 15 minutes

Land surface model Noah LSM

Surface layer scheme Monin–Obukhov (Janjic eta) scheme

Sea ice field NSIDC real-time Fractional Sea ice and a fractional sea-ice implementation are used

Abbreviations: GFS, global forecasting system; NCEP, National Centers for Environmental Prediction; NSIDC, National Snow and Ice Data Center; PBL,
planetary boundary layer; RRTMG, Rapid Radiative Transfer Model for General Circulation Models; TKE, turbulent kinetic energy; WRF, weather research
and forecasting; WSM, WRF Single-Moment.

were gradually stretched to greater thicknesses, with the
top layers roughly 1 km in thickness.

The model configuration was similar to that of Polar
WRF as run in real-time AMPS forecasts (Table 1).
The WRF Single-Moment 5-class (WSM5) scheme
was the microphysics scheme (Hong et al., 2004), the
Mellor–Yamada–Janjic scheme was the planetary bound-
ary layer scheme (Janjić, 1994), the Rapid Radiative
Transfer Model for General Circulation Models (RRTMG)
scheme was used for both long-wave and short-wave radi-
ation (Clough et al., 2005), and the unified Noah land
surface model (LSM) was used for ground processes. Frac-
tional sea ice was derived from analyses of the National
Snow and Ice Data Center.

2.5.3 Thermal wind calculation

We calculate the zonal thermal wind (60–70◦S) between
300 and 950 hPa using Equation 1 (e.g., Holton, 2004).
The thermal wind describes the vertical shear of the
geostrophic wind vector as a result of isobaric tempera-
ture gradients. We make the realistic assumption that the
upper tropospheric zonal winds are close to geostrophic
on average. This analysis will be used to explain the link
between forecast improvements in temperature and wind
fields.

V = −
f
R∫

P0

P1

(
k × ∇pT

)
d ln P (1)

where V is the thermal wind vector, f the Coriolis param-
eter at 65◦S, R the ideal gas constant (287.058 J kg−1 K−1),
T the isobaric temperature in K at 10 pressure levels, and
P is the pressure with P0 = 950 hPa and P1 = 300 hPa. The
midpoint temperature between each pair of pressure levels
is used for the vertical integration.

3 RESULTS

First the SOP and NoSOP forecasts of basic meteorological
variables are evaluated by comparison with AWS surface
observations and with radiosonde data at 32 pressure levels
aloft. Then, a more comprehensive comparison between
SOP/NoSOP and the ERA5 reanalysis dataset over all
grid points is conducted to better understand the regional
impact of extra radiosondes on the model simulations,
which were available for both the preforecast cycling and
forecast periods. In addition, the case of a strong cyclone
over coastal West Antarctica in January 2019 is investi-
gated in detail.

3.1 Experiment forecast verification

At the surface, the performance of SOP and NoSOP is eval-
uated through the observations from 40 AWS sites covering
the Antarctic continent. Figure 2 shows the bias, root mean
square error (RMSE), and correlation coefficient (R) of 2-m
temperature and 10-m wind speed between three-hourly
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F I G U R E 2 Bias, root mean square error (RMSE) and correlation coefficient (R) of 2-m temperature (top row) and 10-m wind speed
(bottom row) between station observations and ERA5/model outputs (forecasts with and without additional SOP radiosondes) from 0600
UTC January 1 to 2100 UTC January 18, 2019 (F06–F27). The color of the dot represents the bias, the size of the dot represents the RMSE,
and the dot has an outlined circle when the R is larger than 0.7. Dots with lighter (darker) color, smaller (larger) size, and double (single)
circle demonstrate that the model has a better (worse) performance. SOP represents target simulation with extra radiosondes, and NoSOP
represents simulation without extra radiosondes. Red box shows the region where SOP has forecast improvements [Colour figure can be
viewed at wileyonlinelibrary.com]

station observations and ERA5 analyses and experiment
outputs (SOP and NoSOP). We analyze SOP/NoSOP out-
puts for forecast hour 6 to 27 (6-hour model spin-up)
from the coarse-resolution (24 km) domain. Both SOP and
NoSOP provide surface temperature forecasts over the con-
tinent that have up to a 2◦C warm bias over West Antarc-
tica. SOP mainly improves the 2-m temperature simulation
over Marie Byrd Land, and this is up to ∼0.5◦C during
January 1–18, 2019 (Figure 2, see red box). The 10-m
wind-speed bias over West Antarctica slightly improves,
by up to 0.2 m s−1 in SOP. At five stations – Harry, Byrd,
Kathy, Elizabeth, and Kominko Slade – SOP improves the
temperature/wind-speed forecast by ∼0.3◦C/0.1 m s−1 on
average. Table 2 shows temperature and wind speed biases
for the NoSOP and SOP forecasts, and the pink shadow

means better performance/less error. For the entire con-
tinent, the differences between surface forecasts of SOP
and NoSOP are not statistically significant. Previous stud-
ies have also suggested that the assimilation of extra
radiosonde observations have a stronger impact on fore-
casts of extreme weather events rather than forecasts of
average weather conditions (e.g., Sato et al., 2020). The
modest improvements in SOP over Marie Byrd Land, how-
ever, could be related to an overall better description of the
synoptic circulation over the Amundsen/Ross Sea region,
especially for the location and magnitude of troughs and
ridges at upper levels (discussed in Section 3.2).

Vertical profiles of temperature, wind speed, and RH
between SOP/NoSOP and radiosonde observations have
been compared at all available launch sites for two

http://wileyonlinelibrary.com
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T A B L E 2 Temperature and wind speed bias between SOP/NoSOP and AWS station observations from 0600 UTC January 1 to 2100
UTC January 18, 2019 (F06–F27) [Colour table can be viewed at wileyonlinelibrary.com]

deepsdniWpmeT

)61(POSoN)02(POS)91(POSoN)91(POSemaN
AGO 4 0.68 0.74 −0.33 −0.25

Austin −0.07 −0.1 −0.64 −0.67

Baldrick −1.21 −1.21 −0.74 −0.7

Bear peninsula −1.34 −1.06 N/A N/A

Byrd 1.66 1.9 −0.94 −0.88

D10 0.5 0.45 2.24 2.52

A/NA/NDismal Island −0.54 −0.69

Dome C −2.9 −2.58 −0.16 −0.46

Dome Fuji −1.15 − 82.012.1 0.24

Elaine −1.1 −1.02 −0.31 −0.28

Elizabeth 0.33 0.5 −0.16 −0.17

Emilia −0.65 −0.76 −0.77 0.59

Emma −0.92 −0.93 −0.31 −0.39

Erin −0.05 0.21 −0.87 −0.83

Evans knoll −1.22 −1.03 −0.02 0.04

Ferrell 0.01 −0.03 −1.03 −0.9

Gill −0.22 −0.3 −0.35 −0.31

Harry 0.38 0.73 −0.2 −0.13

Henry −0.57 −0.51 1.03 1.06

Janet 0.36 0.78 −0.57 −0.48

JASE2007 −0.74 −0.79 −0.24 −0.1

Kathy 1.73 1.98 −0.2 −0.39

Kominko Slade 1.4 1.8 −0.99 −1.18

Laurie 0.03 −0.02 −1.01 −0.94

Lettau −0.51 −0.37 −0.58 −0.61

Manuela −1.31 −1.28 −3.7 −3.72

Marble point −0.54 −0.55 −0.91 −0.92

Margaret −0.67 −0.21 −1.04 −1.19

Marilyn −0.38 −0.29 −0.37 −0.28

Mizuho −1.48 −1.32 −0.21 0

Nico 0.66 0.81 −0.27 −0.3

Panda south −0.53 −0.46 −0.12 −0.16

Possession Island −3.72 − A/NA/N37.3

Relay Station −1.34 −1.21 −0.56 −0.56

Sabrina −0.82 −0.77 −0.69 −0.9

Schwerdtfeger −0.61 −0.64 −0.94 −1.02

Siple dome −1.09 −0.92 −0.82 −0.96

Theresa −1.81 −1.54 0.16 0.15

Vito −0.92 −0.78 −0.04 0.07

Whitlock −3.1 −3.08 N/A N/A
Average −0.60 −0.48 −0.46 −0.42

Note: Pink shadow highlights the stations at which SOP/NoSOP which have a smaller absolute bias. The numbers in parentheses show the number of
stations which have a smaller absolute bias. Underline shows stations at which SOP bias and NoSOP bias are statistically different based on a t-test (90%).
Abbreviation: AWS, Automatic Weather Station.

http://wileyonlinelibrary.com
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F I G U R E 3 Mean absolute error of temperature at 32 pressure levels between SOP and radiosonde observations (left), NoSOP and
radiosonde observations (middle), and between SOP and NoSOP (right) during January 1 to 17, 2019 (top) and November 15 to December 7,
2018 (bottom). Red in the difference plots (right column) means SOP is better than NoSOP [Colour figure can be viewed at
wileyonlinelibrary.com]

simulation periods, January 1–17, 2019 and November
15–December 7, 2018. The forecast experiment output is
analyzed three-hourly from forecast hours 06 to 27. From
here on, we present the forecast evaluations based on
the mean absolute error (MAE) that provides very sim-
ilar results to RMSE. In general, SOP shows consistent
improvement at most pressure levels for temperature and
wind speed (Figures 3 and 4), but not for RH (not shown).
Also, the simulation period with the most extra radiosonde
observations, January 1–17, 2019, shows even greater gains
in forecast accuracy. For the temperature simulation, the

improvement of SOP for the shorter forecast period (fore-
cast hour 06–forecast hour 27) is slightly larger than for
the longer forecast period (forecast hour 30–forecast hour
51; Table 3), with a statistically significant improvement
at lower levels (700–850 hPa). In contrast, for wind speed,
the extra observations improve the higher levels in SOP
(e.g., 200–400 hPa) later in the forecast (Table 4). Changes
in the wind field lag behind those in the mass field (or
equivalently the temperature field).

Both SOP and NoSOP show larger MAE in predicted
temperature above 70 hPa and between 225–300 hPa, with
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F I G U R E 4 Mean absolute error of wind speed at 32 pressure levels between SOP and radiosonde observations (left), NoSOP and
radiosonde observations (middle), and between SOP and NoSOP (right) during January 1 to 17, 2019 (top) and November 15 to December 7,
2018 (bottom). Red in the difference plots (right column) means SOP is better than NoSOP [Colour figure can be viewed at
wileyonlinelibrary.com]

SOP being better than NoSOP. SOP significantly improves
the simulations in the middle stratosphere (above 70 hPa)
by 0.5◦C (Figure 3), which is consistent with the aver-
age MAE of 19 stations calculated in Table 3. Between
225 and 300 hPa, the improvement of the SOP simula-
tions is ∼0.2◦C. At lower levels, around the Antarctic
Peninsula, the improvement of SOP is significant. For
example, the SOP improvement is more than 0.4◦C below
600 hPa at Halley station and around 0.2◦C at stations on
King George Island. That extra radiosonde launches are
denser over the Antarctic Peninsula benefits the initial

model description of the synoptic pattern (e.g., ridges and
troughs), while it subsequently contributes to the improve-
ment of SOP forecasts in the downstream region, such as
at Halley and Neumayer. At other pressure levels, SOP
overall provides a more accurate temperature prediction,
although NoSOP outperforms SOP at a few stations. Also,
the SOP temperature improvements slightly decrease with
forecast time, which means the impact of extra radioson-
des is greatest early in the forecast; still, the latter is
not statistically significant (Table 3). Similarly, during the
November 15–December 7, 2018 period, SOP improves
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T A B L E 3 Average mean absolute error of temperature between radiosonde and model outputs at 32 pressure levels from January
1 to January 17, 2019 [Colour table can be viewed at wileyonlinelibrary.com]

Temperature (°C) MAE

15–03F72–60F
Pressure
level SOP NoSOP Diff

Short-term
better SOP NoSOP Diff

54.034.040.093.034.0000,1 −0.02

975 1.34 1.5 −0.16 1.55 1.52 0.03

950 1.04 1.13 −0.09 1.23 1.26 −0.03

925 1.02 1.09 −0.07 1.21 1.22 −0.01

900 1.08 1.11 − 62.122.130.0 −0.04

875 1.11 1.15 −0.04 1.25 1.32 −0.07

850 1.02 1.1 − 62.171.180.0 −0.09

825 0.97 1.06 −0.09 1.13 1.24 −0.11

800 0.97 1 − 21.190.130.0 −0.03

775 1.03 1.09 −0.06 1.25 1.34 −0.09

750 0.95 1.01 −0.06 1.13 1.2 −0.07

700 0.95 1.01 −0.06 1.18 1.23 −0.05

650 0.96 1.05 −0.09 1.17 1.24 −0.07

600 0.99 1.03 −0.04 1.16 1.18 −0.02

550 0.85 0.9 − 81.131.150.0 −0.05

500 0.81 0.86 −0.05 1.03 1.06 −0.03

450 0.82 0.87 −0.05 1.11 1.15 −0.04

400 0.83 0.88 −0.05 1.14 1.18 −0.04

350 0.88 0.92 − 22.161.140.0 −0.06

300 1.03 1.04 −0.01 1.22 1.23 −0.01

250 1.52 1.6 −0.08 2.06 2.08 −0.02

225 1.23 1.32 −0.09 1.74 1.74 0

11.190.1068.068.0002 −0.02

175 0.79 0.78 0.01 0.91 0.99 −0.08

150 0.7 0.71 −0.01 0.74 0.73 0.01

125 0.64 0.63 0.01 0.72 0.72 0

100 0.71 0.73 − 29.09.020.0 −0.02

70 1.08 1.14 −0.06 1.58 1.63 −0.05

50 1.72 1.88 − 76.25.261.0 −0.17

30 2.56 2.86 −0.3 3.59 3.89 −0.3

20 3.88 4.31 −0.43 5.12 5.47 −0.35

10 N/A N/A N/A N/A N/A N/A

Average 1.12 1.19 −0.07 15(32) 1.42 1.48 −0.06

Note: *Yellow shadow highlights the pressure levels at which SOP has improvements. Blue shadow highlights the pressure levels at which a shorter
forecast period (F06–27) has larger SOP improvements, and the number in parenthesis shows the number of pressure levels that the shorter forecast
period has a smaller MAE. Red highlight shows the pressure levels at which SOP has improvements of more than 0.05◦C. Underline shows the pressure
levels at which SOP MAE and NoSOP MAE are statistically different based on a t-test (90%).
Abbreviation: MAE, mean absolute error.
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T A B L E 4 Average MAE of wind speed between radiosonde and model outputs at 32 pressure levels from 1 to 17 January 2019
[Colour table can be viewed at wileyonlinelibrary.com]

Wind speed (m s−1) MAE

15–03F72–60F
Pressure
level SOP NoSOP Diff

Short-term
better SOP NoSOP Diff

1,000 1.67 1.71 − 74.260.240.0 −0.41

975 2.06 2.33 −0.27 2.39 2.67 −0.28

950 2.86 3.01 −0.15 3.1 3.23 −0.13

925 2.92 2.87 0.05 2.87 3.36 −0.49

900 2.75 2.76 − 2.311.310.0 −0.09

875 2.6 2.54 0.06 2.91 2.9 0.01

850 2.53 2.53 0 2.88 2.83 0.05

825 2.45 2.46 −0.01 2.84 2.76 0.08

800 2.72 2.77 − 60.058.219.250.0

775 2.58 2.77 −0.19 2.93 2.94 −0.01

750 2.52 2.6 −0.08 2.79 2.84 −0.05

700 2.29 2.32 −0.03 2.65 2.66 −0.01

35.284.220.041.261.2056 −0.05

600 2.16 2.14 0.02 2.49 2.6 −0.11

550 2.07 2.11 −0.04 2.71 2.67 0.04

500 2.2 2.19 0.01 2.82 2.9 −0.08

450 2.37 2.46 −0.09 3.24 3.3 −0.06

400 2.73 2.82 −0.09 3.92 4.07 −0.15

350 3.09 3.28 −0.19 4.29 4.46 −0.17

300 3.37 3.61 −0.24 4.74 4.89 −0.15

250 2.3 2.32 − 23.332.320.0 −0.09

225 1.92 1.99 −0.07 2.43 2.6 −0.17

200 1.62 1.68 − 68.197.160.0 −0.07

175 1.52 1.59 −0.07 1.67 1.8 −0.13

150 1.47 1.49 − 35.174.120.0 −0.06

125 1.45 1.5 −0.05 1.45 1.49 −0.04

100 1.48 1.54 −0.06 1.55 1.56 −0.01

70 1.51 1.53 −0.02 1.49 1.5 −0.01

50 1.65 1.68 − 36.185.130.0 −0.05

30 1.77 1.79 −0.02 1.77 1.79 −0.02

20 2.11 2.3 −0.19 2.43 2.5 −0.07

10 N/A N/A N/A 13(32) N/A N/A N/A

Average 2.22 2.28 −0.06 2.61 2.70 −0.09

Note: *Yellow shadow highlights the pressure levels at which SOP has improvements. Blue shadow highlights the pressure levels at which a shorter forecast
period (F06–27) has larger SOP improvements, and the number in parenthesis shows the number of pressure levels that the shorter forecast period has a
smaller MAE. Red highlight shows the pressure levels at which SOP has improvements more than 0.1 m s−1. Underline shows the pressure levels at which
SOP MAE and NoSOP MAE are statistically different based on a t-test (90%). Abbreviation: MAE, mean absolute error.
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temperature simulations the most at upper levels, albeit
with a smaller magnitude, due to a 25% decrease in the
number of extra observations and more limited spatial
coverage (Figure 3).

For wind speed, both SOP and NoSOP perform bet-
ter above 150 hPa, and both show a larger MAE between
200 and 500 hPa, with values up to 5 m s−1 (Figure 4). In
contrast to its temperature forecast, the improvement of
wind speed in SOP was less consistent between stations.
For example, between 300 and 500 hPa, SOP shows sig-
nificant improvement at King George Island and Aboa
from forecast hours 06 to 27. However, at Princess Eliza-
beth and Mawson, NoSOP outperforms SOP. The improve-
ment of SOP at Rothera decreases with a longer forecast
time, while Neumayer shows an opposite result. Further
investigation is needed to fully explain the inconsistent
performance of SOP at different locations.

Overall, the improvement seen in SOP in wind-speed
forecasts increases with forecast time, with SOP perform-
ing better at more pressure levels (red numbers in Table 4).
Table 4 confirms that SOP decreases the average MAE for
19 stations at 32 levels more from forecast hour 30 to fore-
cast hour 51 (−0.09) compared to hours 06 to 27 (−0.06),
especially at surface and between 175–400 hPa. In other
words, the improvement in the forecast wind speed in
SOP requires a longer lead time to appear, which is the
opposite of that for temperature. From November 15 to
December 7, 2018, the improvement of SOP is less con-
sistent and mainly above 100 hPa with a relatively smaller
magnitude compared to the January 2019 forecast period
(Figure 4).

In general, both the SOP and NoSOP configurations
generate good forecasts over Antarctica, using station
observations as the reference. First, SOP demonstrates
modest forecast improvement in surface temperature and
wind speed, primarily over West Antarctica. Second, SOP
improves the temperature forecast at lower levels, while
improving the wind-speed forecast at higher levels. Third,
the improvements from the extra radiosondes appear first
in the temperature forecast, while requiring longer lead
times to manifest in the wind-speed forecast. Although this
characteristic of when the improvements for different fore-
cast parameters appear is not statistically significant, but
it is consistent with the ERA5 comparison discussed in
the next section. Similar improvements from Concordiasi
dropsondes were also found for upper-level wind speeds
and lower-level temperatures in Boullot et al. (2016). How-
ever, near Svalbard in the Arctic, Randriamampianina
et al. (2021) found that radiosondes had a large impact on
forecasts there of air temperature above 700 hPa. Unfor-
tunately, in the AWS surface verifications of SOP and
NoSOP, the differences between the SOP bias and NoSOP
bias are not statistically significant; for example, only

three stations pass a t-test for significance at the 90% con-
fidence level for temperature, and none pass for wind
speed. A comparison employing radiosonde observations
and SOP/NoSOP results for forecast hours 06–27 is more
conclusive, and the difference between the SOP/NoSOP
temperature biases aloft is statistically significant at lower
levels (e.g., 850–700 hPa). Thus, to better demonstrate the
improvements from SOP data on Polar WRF Antarctic
forecasts, we next present a comparison with the ERA5
global reanalysis; this helps to expand the spatial and
temporal evaluation.

3.2 Experiment evaluation with ERA5
reanalysis

3.2.1 Vertical distribution of assimilated
radiosonde impacts

Compared to the analysis employing only AWS and
upper-air sites in Section 3.1 above, one employing ERA5
gridded fields at 32 pressure levels reveals a more distinct
improvement in SOP for all three variables. Figure 5 shows
the percent difference in MAE between SOP and NoSOP
(NoSOP minus SOP) for temperature, wind speed, and
RH from the outer (24 km) domain, using ERA5 reanaly-
sis as the reference. Here, red means that SOP is superior
and highly statistically significant. All results shown for
the ERA5 comparisons are statistically significant, with
this tending to reflect the large number (i.e., tens of thou-
sands) of grid points considered. On average, SOP shows
significant improvements over NoSOP above 50 hPa and
between 650 and 900 hPa in the temperature forecasts.
Consistent with the radiosonde comparison, a large impact
in the forecast temperature in SOP is observed at lower
levels (650–900 hPa). For wind speed, consistent improve-
ment is found above 500 hPa, while the lower levels display
less improvement (see also Boullot et al., 2016). Also, the
improvement in forecast temperatures in SOP emerges in
early lead times (Figure 5a; up to 10%), while for wind
speed, the improvement appears later (e.g., peaking at
hour 48), especially for areas north of 60◦S. Note that in the
plots RH above 200 hPa is masked because of the very small
moisture values at those levels and the lack of confidence
in their accurate representation. Unlike the impact of tem-
perature and wind forecasts in SOP, the improvement of
SOP in RH is weaker and does not appear in preferred
layers. But for north of 60◦S, SOP performs better in RH
forecasts than NoSOP after hour 42. Thus, there appears to
be some time needed for the impacts of the extra radioson-
des on forecasts of wind speed and RH to spread from the
observation sites at higher latitudes to forecasts over lower
latitudes.
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F I G U R E 5 Percent change of mean absolute error (MAE) between SOP and NoSOP for temperature, wind speed and relative
humidity over all grid points south (left) and north (right) of 60◦S from January 1 to 17, 2019. ERA5 reanalysis data are used as a reference for
MAE calculation. Red (positive value) shows the SOP has better forecast results. The pressure levels below the ice surface are omitted in (a),
(c), and (e) [Colour figure can be viewed at wileyonlinelibrary.com]

3.2.2 Spatial distribution of assimilated
radiosonde impacts

Without the constraint in model initial conditions from the
assimilation of radiosonde observations at lower latitudes,
forecast errors can propagate toward the polar region via
planetary waves (Kelly et al., 2007; Magnusson, 2017).
During the SOP, most of the special radiosonde launches
occurred south of 60◦S. Consistent with this, we find
stronger improvements in SOP in temperature, wind
speed, and RH south of 60◦S compared to north of 60◦S
(Figure 5). Also, north of 60◦S, error reductions in fore-
cast variables in SOP appear later in the forecast time
(Figure 5b, d, f; after forecast hour 48). Thus, the impact
of the extra radiosonde observations on the forecasts
takes time to propagate northward. Similarly, Yamazaki
et al. (2021) found that the impact of Arctic observations
propagated via Rossby waves into the midlatitudes after a
few days.

Figure 6 shows the percent change of MAE between
SOP and NoSOP (using ERA5 as reference) for tempera-
ture over all grid points for 10◦ latitude bands from 90◦S to
30◦S. The impact of extra radiosondes on error is seen to
gradually decrease with latitude (north of 80◦S), and there

is a clear contrast between the zones south and north of
60◦S in the SOP simulations. And, consistent with results
from the radiosonde comparisons, the SOP improvement
in temperature is emphasized at lower-tropospheric lev-
els (i.e., below 500 hPa). It should be noted that between
90◦ and 80◦S, only the ice-shelf areas (Ross Ice Shelf
and Filchner–Ronne Ice Shelf) have observations at lower
levels. Between 80◦ and 70◦S, the coast of West Antarctica
and the Weddell Sea region provide most of the valid data
points at lower levels. SOP has the most improvement in
temperature forecast within this latitude band. Between
70◦ and 60◦S, there are mostly oceanic grid points in the
analysis (e.g., Amundsen Sea). With a limited number of
SOP radiosonde sites north of 60◦ (three out of 23), only
small improvements in the SOP simulations are observed
from that latitude northward, with the improvements dis-
sipating with decreasing latitude. Climatologically strong
westerlies primarily equatorward from around 60◦S could
also be limiting the improvements in the initial conditions
from the extra radiosondes from propagating further north
as the model state evolves (Figure S1).

With the improved temperature field at lower levels in
SOP more apparent earlier in its forecasts, the improve-
ment of wind speeds at higher levels (200–500 hPa)
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F I G U R E 6 Percent change of mean absolute error (MAE) between SOP and NoSOP for temperature over all grid points every 10◦ in
latitude from 90◦ to 30◦S from January 1 to 17, 2019. ERA5 reanalysis data is used as a reference for MAE calculation. Red (positive value)
shows the SOP has better forecast results. The pressure levels below the ice sheet surface are omitted [Colour figure can be viewed at
wileyonlinelibrary.com]

emerges more after forecast hour 36, especially north of
70◦S (see, e.g., Figure S2). Figure S3 shows the vertical
integral of the meridional isobaric temperature gradient
(60–70◦S) in SOP, NoSOP, and ERA5 output calculated
from the 950—300 hPa layer for the January 2019 simu-
lation period (0600 UTC January 01–2100 UTC January
17). Here, SOP/NoSOP forecasts from hours 06 to 27 are
used. Taking the coast of West Antarctica as an example,
the larger warm bias in NoSOP at lower levels over the
Amundsen/Bellingshausen Sea (e.g., 850 hPa; Figure 8
presented below) increases and expands to lower latitudes
with lead time, which results in a stronger horizontal tem-
perature gradient. Thus, NoSOP shows a stronger thermal
wind (i.e., geostrophic wind vertical shear, using ERA5 as
the reference) over the Bellingshausen Sea and Weddell
Sea (45–90◦W, Figure S3d). The larger positive bias in the
calculated thermal wind in NoSOP (0.5–1 m s−1) reflects
an overestimation of warm air advection from the north
in NoSOP, which compromises the wind-field forecasts at
upper levels over the Antarctic Peninsula region. Overall,
SOP presents a low-level temperature field that is closer
to ERA5, especially for early forecast hours (Figure 6e).
Therefore, both its average MAE and bias suggest that SOP
better represents the thermal wind than NoSOP, with 3%

smaller MAE and 16% smaller bias, respectively. In other
words, SOP describes the warm/cold air advection more
accurately between 60 and 70◦S in the target period. As a
result, the wind-speed improvement in SOP is maximized
in the 350–150 hPa layer at hour 45 (Figure S2e). The
wind-speed improvement in SOP also appears at longer
lead times with decreasing latitude (e.g., from hour 45 for
the 60–70◦S belt to hour 66 for the 50–40◦S belt; Figure S2).
To summarize, the better representation of synoptic con-
ditions and the evolution of the thermal wind explains
why SOP’s temperature forecast improvement is observed
at lower levels first and is then followed by the improve-
ment of its forecast of wind speeds at upper levels. Then,
the impacts of the improved wind speed representations
spread from higher to lower latitudes with forecast time
(e.g., Figure S2b, d, f).

Spatial maps further demonstrate how the impacts of
extra radiosondes on forecasts spread from higher to lower
latitudes. Figure 7 shows the average temperature field
from 700 to 900 hPa in SOP, NoSOP, and ERA5 during
the analysis cycling in January 2019. Compared to ERA5,
SOP/NoSOP has a warmer low-level temperature field in
the very first analysis time for the preforecast 72-hr cycling
period (Figure 7a; NoSOP not shown). This comes from

http://wileyonlinelibrary.com


BROMWICH et al. 2209

F I G U R E 7 Temperature comparison among SOP, NoSOP and ERA5 vertically averaged for pressure levels from 900 to 700 hPa during
the cycling simulation, 72 h, 48 h and 24 h before the forecast starts (January 1–17, 2019). (a), (d), (g) Temperature difference plots between
SOP and ERA5 at the three different analysis times (NoSOP–ERA5 plots are similar); (b), (e), (h) root mean square difference (RMSD)
between SOP and NoSOP at the three different analysis times; (c), (f), (i) temperature mean absolute error (MAE) difference (ERA5 is used as
the reference) between NoSOP and SOP at the three different analysis times [Colour figure can be viewed at wileyonlinelibrary.com]

GFS, and it appears between 80 and 50◦S. The warm bias
expands to the whole domain and the bias amplifies as
the pre-forecast DA cycling period (i.e., six-hour WRF
forecasts followed by assimilation steps) continues, and
a similar pattern is seen in NoSOP. The improvement of
SOP is demonstrated by the decrease in its MAE compared
to NoSOP (red), using ERA5 as the reference (Figure 7c,
f, i). With extra radiosondes, the improvements of SOP
for temperature at lower levels are first seen around the
Antarctic Peninsula and then expand to coastal Queen
Maud Land and Ellsworth Land (within 60◦S; Figure 7c, f,
i). The extra launches clearly improve the model analyses

during the three days of preforecast cycling and DA and
lead to better initializations for the SOP target forecasts.

Figure S4 shows the average temperature field from
200 to 500 hPa in SOP, NoSOP, and ERA5 during the DA
cycling periods for Polar WRF in January 2019. In con-
trast to the warm bias at low levels obtained from the GFS
first guess (700–900 hPa; Figure 7), SOP/NoSOP has a cold
bias in its initial field above 500 hPa that comes from the
GFS first guess and that amplifies through the DA cycling
period (Figure S4a, d, g; NoSOP not shown). The difference
between SOP and NoSOP first appears over the Antarctic
Peninsula region and Marie Byrd Land, and then expands
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to the rest of model domain (Figures S4b, e, h). Keeping
the sites of the extra SOP radiosondes in mind (Figure 1a),
the spatial distribution of temperature MAE percentage
changes shows the impacts of extra observations on the
SOP forecast (Figure S4i). For example, the 15% reduction
in the MAE of improvement over Marie Byrd Land prob-
ably comes from observations at the West Antarctic Ice
Sheet (WAIS) site. The strong reduction in temperature
MAE at 200–500 hPa along the coast of Coats Land and
Queen Maud Land (vicinity of 0◦W meridian) has probable
contributions from the extra sondes at multiple stations,
including Neumayer and Halley (Figure S4i).

The improved SOP Polar WRF initializations result
in better forecasts. Figures 8 and S5 show the average
lower- and upper-level temperatures among SOP, NoSOP,
and ERA5 during the January 2019 forecast period. The
warm bias at lower levels in the initial conditions for both
the SOP and NoSOP runs does not increase during the
forecasts; however, the cold bias at upper levels in their
initial conditions does amplify during the forecast. The dif-
ference in temperature between SOP and NoSOP increases
with forecast time, and mainly appears downstream of the
Antarctic Peninsula and over coastal West Antarctica (see,
e.g., Figure 8b, e, h; 50–80◦S). The Antarctic Peninsula
region has better temporal and spatial coverage of extra
radiosondes, and this results in SOP producing better fore-
casts downstream in Queen Maud Land. Here, the extra
observations consistently improve SOP’s temperature fore-
casts between 650 and 900 hPa through 48 hours, but less
consistently after that, which is in agreement with the
zonal mean analysis discussed above (Figures 5 and 6).
For the long-term average forecast in January 2019, com-
pared to NoSOP, SOP reduces the warm bias at lower levels
(900–700 hPa; Figure 8a, d and 8c, f) and the cold bias at
upper levels (500–200 hPa; Figure S5a, d and S5c, f) by up
to 15%.

In general, SOP shows statistically significant improve-
ments in temperature, wind speed, and RH for the first
72 hours at most pressure levels, mainly south of 60◦S.
Based on the simulation during the DA cycling period,
the impact of extra radiosonde observations on the tem-
perature field is significant and enhances with cycling
time. The improvement of SOP in temperature forecast is
maintained throughout the forecast period but does not
propagate beyond the area of the circumpolar jet (starting
around 60◦S, Figure S1). First, consistent with the com-
parison between station observations and SOP/NoSOP, the
temperature forecast improves more at lower levels and
the wind-speed forecast improves more at higher levels.
The impact of extra radiosondes on wind speed requires
a longer forecast time to be manifested, which is differ-
ent from the temperature forecast. A smaller warm bias at
lower levels in SOP leads to a more accurate estimation

of horizontal temperature gradients, which are responsi-
ble for the formation of thermal wind, as well as ridges
and troughs at upper levels (Simmonds and Jones, 1998).
Thus, with better description of the synoptic circulation,
SOP performs better in wind-speed forecasts at upper lev-
els, especially at longer forecast hours. Second, although
the station comparison shows an inconsistent improve-
ment in the forecast for RH, SOP has a better description
of RH on average using ERA5 reanalysis data as the refer-
ence. Third, downstream of the Antarctic Peninsula region
is an area of greatest difference, which results from the
abundant extra radiosondes upstream. Fourth, with lim-
ited extra radiosonde sites north of 60◦S, the impact of
additional observations dissipates quickly at lower lati-
tudes. This must limit the forecast skill of events over
Antarctica, which also relies on a better description of the
upstream conditions at mid or low latitudes.

3.3 January 2019 cyclone study

Previous studies have demonstrated that with additional
Arctic radiosondes, the simulation of upper-level troughs
and atmospheric circulations are improved, which bene-
fits the numerical forecast of cyclones and other weather
phenomena in the polar regions (Kristjánsson et al., 2011;
Inoue et al., 2015; Yamazaki et al., 2015; Sato et al., 2017).
In a study of a cyclone case, Sato et al. (2020) suggested
that uncertainties and errors of the system’s forecast were
reduced in the Southern Ocean due to the inclusion of
extra radiosondes launched from Dome F in the high
Antarctic interior. To investigate this, we examine the case
of a strong cyclone in the Amundsen Sea off Marie Byrd
Land that occurred from January 15–19, 2019 via an 8-km
Polar WRF simulation over Antarctica.

Figure 9 shows 500-hPa geopotential height,
mean-sea-level pressure (MSLP), and 10-m wind field
valid at 0000 UTC January 18, 2019 from both SOP and
NoSOP, and their bias in MSLP and 2-m temperature
using ERA5 as the reference. At the surface, both SOP and
NoSOP predict the low-pressure center near Ellsworth
Land (dark blue in Figure 9a and b). However, NoSOP has
a 6-hPa negative difference in the low, which is ∼2 hPa
lower than in SOP (100◦W, 60◦S; Figure 9c, d). This
leads to stronger-than-analyzed (ERA5) marine advec-
tion toward coastal Marie Byrd Land in NoSOP, which
transports extra heat from the ocean onto the Antarctic
continent. Thus, NoSOP has a larger warm bias in surface
temperature (up to 5 ◦C) over West Antarctica, espe-
cially over Marie Byrd Land and the Rockefeller Plateau
(Figure 9e, f; 130–150◦W). In other words, the additional
radiosonde observations in SOP result in a better Polar
WRF description of the surface circulation along the coast
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F I G U R E 8 Temperature comparison among SOP, NoSOP and ERA5 vertically averaged for pressure levels from 900 to 700 hPa during
the forecast period, at forecast hours 24, 48 and 72 (January 1–17, 2019). (a), (d), (g) Temperature difference plots between SOP and ERA5 at
three different forecast times; (b), (e), (h) root mean square difference (RMSD) between SOP and NoSOP at three different forecast times; (c),
(f), (i) temperature mean absolute error (MAE) difference (ERA5 is used as benchmark) between NoSOP and SOP at three different forecast
times [Colour figure can be viewed at wileyonlinelibrary.com]

of West Antarctica, provide a more accurate estimation
of the transport of heat and moisture from the ocean,
and ultimately improve the forecast of the wind and
temperature fields.

At Austin AWS, the 120-hour forecast from SOP ini-
tialized at 0000 UTC January 17, 2019 demonstrates a
significant improvement over NoSOP in surface pressure,

seen in the larger correlation coefficient: from 0.79 in
NoSOP to 0.89 in SOP (Figure 10; top panel). The improve-
ment is greatest for the forecast beyond 48 hours. With-
out the initial information from the extra radiosondes,
NoSOP has a positive bias (up to 8 hPa) in surface pressure
at Austin (top panel, blue curve), with this being partly
caused by the mislocation of the low-pressure center.

http://wileyonlinelibrary.com
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F I G U R E 9 Twenty-four hour forecast valid at 0000 UTC January 18, 2019; (a), (b) 500 hPa geopotential height (contour line),
mean-sea-level pressure (MSLP; color fill), and 10 m wind field (vector) for SOP/NoSOP; (c),(d) MSLP difference between SOP/NoSOP and
ERA5; (e), (f) 2-m temperature difference over land between SOP/NoSOP and ERA5. Red triangle shows the location of Austin Automatic
Weather Station (AWS) [Colour figure can be viewed at wileyonlinelibrary.com]

http://wileyonlinelibrary.com
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F I G U R E 10 Surface
pressure, temperature, and wind
speed comparison among SOP,
NoSOP, ERA5 and Automatic
Weather Station (AWS) observations
at Austin AWS for January 17–21,
2019 [Colour figure can be viewed at
wileyonlinelibrary.com]

Compared to that in SOP, the low-pressure center in
NoSOP is farther away from the continent (Figure 9a, b).
The improvement of SOP in surface pressure takes time
to appear (i.e., showing up after forecast hour 48), indi-
cating that the effects on the initial conditions take time
to evolve into a better forecast. For surface temperature
and wind speed, SOP has smaller forecast improvements,
compared to those in surface pressure, with R increasing
from 0.74 (NoSOP) to 0.76 (SOP) in temperature and R
increasing from 0.88 (NoSOP) to 0.91 (SOP) in wind speed.
As mentioned, in NoSOP greater warm advection near
the surface from western Ellsworth Land causes a positive
forecast temperature bias in Marie Byrd Land (Figure 9e,
f). Austin AWS is located in eastern Ellsworth Land
where this intrusion of warm marine air does not have
a large impact. Thus, we observe a significant improve-
ment in the surface pressure forecast of SOP at Austin
AWS, but not in the forecasts of temperature and wind
speed.

Overall, Polar WRF, in both the SOP and NoSOP
runs shows a better depiction of surface wind speed than
ERA5 through 96 forecast hours. However, unlike SOP

and NoSOP forecasts of temperature and surface pressure
that are reasonable to five days, the wind-speed forecast is
accurate to four days and becomes unreliable after hour
96. Also, both SOP and NoSOP demonstrate a diurnal
cycle in temperature with excessive amplitude compared
to that seen in the station observation from January 17–19,
especially after forecast hour 24, which leads to a lower
temperature correlation coefficient. According to obser-
vations from the Clouds and the Earth’s Radiant Energy
System (CERES)3 instrument, there is 100% cloud cover
(mainly for mid–low-level clouds) over Austin for the first
three days of the forecast period (Figure S6), unlike in the
Polar WRF forecast. The deficit in liquid water clouds in
the Polar WRF simulations produced by the WSM5 micro-
physics scheme results in an overestimation of downward
short-wave radiation during the day and an underestima-
tion of downward long-wave radiation during the night
(Bromwich et al., 2013; Hines et al., 2019). Thus, the
model’s diurnal cycle was amplified for the first three days.
From January 20–21, however, Austin experienced clear

3 https://ceres.larc.nasa.gov/data/

http://wileyonlinelibrary.com
https://ceres.larc.nasa.gov/data/
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sky conditions, and both SOP and NoSOP capture the
diurnal cycle better than ERA5.

For the upper-level forecasts, the additional radiosonde
observations benefit the model’s description of the atmo-
spheric circulation, which is critical for NWP skill (Sato
et al., 2020). At 0000 UTC January 18, 2019 at upper lev-
els, there are two low centers located along the coast
of West Antarctica (from Ellsworth Land to Marie Byrd
Land; 90–120◦W) and a ridge over the Amundsen/Ross Sea
region (140◦W, 60◦S; above 700 hPa; Figure 9a, b). Those
features govern the circulation aloft, and thus the tem-
perature and wind fields along the coast. Both SOP and
NoSOP successfully predict the location of these features,
although they disagree with each other on the magni-
tude. Figure 11 shows the geopotential height differences
between SOP, NoSOP, and ERA5 at forecast hour 24 for
300 hPa, 500 hPa, and 850 hPa. At 300 hPa and 500 hPa,
NoSOP has produced a low over the Amundsen Sea (72◦S,
120◦W) that is weaker than in ERA5 by up to 85 m, which
is corrected by 40% in the SOP forecast (i.e., SOP decreases
the difference to ∼50 m). NoSOP also underestimates the
height of the ridge over the Amundsen Sea (130◦W, 60◦S)
by about 30 m, with SOP reducing this difference by about
30%. At 850 hPa, SOP reduces the negative bias of the low
center over Ellsworth Land (100◦W, 60◦S) seen in NoSOP
by 20%.

Previous studies in polar regions (Sato et al., 2020;
Inoue, 2021) have suggested that extra conventional
observations lead to larger forecast improvements for the
prediction of extreme weather events. While the January
2019 case examined here was not an extreme event, the
extra radiosonde observations did improve the description
of the synoptic circulation in the SOP Polar WRF fore-
casts, especially that of the upper-level ridge and trough.
The assimilation of the additional SOP radiosondes yields
better a forecast of the location and magnitude of the
target low-pressure center and of the system’s related tem-
perature and wind fields near the surface. As mentioned
above, the forecast improvements sometimes increase
with lead time (e.g., surface pressure forecast after hour
48). Thus, the benefit of the extra observations can require
time to emerge.

4 SUMMARY

We have evaluated the impacts of extra radiosonde obser-
vations gathered during the YOPP-SH summer SOP on
numerical weather prediction model forecasts. This is
done through forecast comparison with station obser-
vations, radiosonde observations and ERA5 reanalysis
data. The analyses are made for sets of two-week fore-
casts during the SOP and for a weather event case study.

The model used is Polar WRF, and the forecast exper-
iments conducted are labeled “SOP”, assimilating the
extra SOP radiosonde data along with regular observa-
tions, and “NoSOP”, assimilating regular observations
only.

At the surface, the improvements in temperature and
wind-speed forecasts in experiment SOP were moderate
and focused over West Antarctica, which was the result
of a better description of the near-surface circulation over
the Amundsen/Ross Sea region. Also, the SOP forecasts
showed consistent improvement at most pressure levels
through the troposphere for temperature and wind speed,
but not for RH. In the Southern Hemisphere, conven-
tional observations have less impact on forecast compared
to satellite observations, which is opposite in the North-
ern Hemisphere (Boullot et al., 2016). As suggested in
Boullot et al. (2016), extra observations improved the fore-
cast for wind speed more at higher levels (200–400 hPa),
and for temperature more at lower levels (650–975 hPa).
This pattern was observed in the comparison between
SOP/NoSOP and radiosonde observations, as well as the
ERA5 reanalysis dataset. Compared to SOP, NoSOP has
larger warm bias (using ERA5 as the reference) below
700 hPa, which implies vertical air expansion and upward
relocation of isobaric surfaces. For example, the stronger
than observed horizontal temperature gradient in NoSOP
over the Amundsen/Bellingshausen Sea affects geopoten-
tial height and leads to a stronger thermal wind over the
Bellingshausen/Weddell Sea. Thus, the SOP experiment’s
improvements in the low-level temperature fields are seen
first, followed by improvements in the upper-level wind
fields.

We also investigated the spatial distribution of the
SOP forecast improvements. First, the improvements are
prominent at all levels through the troposphere around
the Antarctic Peninsula and across Queen Maud Land.
The intensified radiosonde data from Antarctic Penin-
sula sites during the SOP improve the initial-condition
description of the atmosphere in SOP compared to NoSOP,
which benefits the forecasts in the downstream region
(i.e., east of the Peninsula). Second, although the impact
of the extra radiosondes gradually migrates over the fore-
cast from higher to lower latitudes, the improvements
seen in SOP significantly decrease north of 60◦S, due to
the sparsity of extra SOP radiosonde observations in that
direction. The containment of the forecast effects of the
additional observations over and adjacent to Antarctica
may be a consequence of the strong westerlies around
the continent (Figure S1). Thus, for better NWP for
Antarctica, additional radiosonde data at lower latitudes
are necessary. Third, we find that the benefit of the
extra radiosonde observations takes time to appear in the
model forecast. For example, the improvements in SOP’s
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F I G U R E 11 Twenty-four hour forecast valid at 0000 UTC January 18, 2019, (a), (b) 300 hPa geopotential height difference (GeoP)
between SOP/NoSOP and ERA5; (c), (d) 500 hPa GeoP between SOP/NoSOP and ERA5; (e), (f) 850 hPa GeoP between SOP/NoSOP and
ERA5 [Colour figure can be viewed at wileyonlinelibrary.com]
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wind speed and surface pressure forecasts increased with
lead time.

In a case study of a West Antarctic cyclone, SOP shows
greater forecast skill in the evolution of the location and
magnitude of the cyclone center compared to NoSOP. With
the extra observations, SOP also better predicts the geopo-
tential field at upper levels, including the amplitudes and
positions of the ridges and troughs. The better-simulated
synoptic circulation in SOP is reflected in its superior fore-
casts of surface pressure and wind compared to NoSOP.
In NoSOP the low-pressure center was overestimated by
6 hPa and located farther from the continent compared
to SOP, using ERA5 reanalyses as the point of reference.
The NoSOP errors led to a larger positive temperature
difference in its forecast over Marie Byrd Land because
of the overestimation of warm marine advection from
the Amundsen Sea. The results suggest that with more
radiosonde observations upstream, the intense weather
event downstream can be better forecast.

The YOPP-SH effort has scheduled another SOP, one
for focusing on austral winter conditions when the sea
ice cover around Antarctica is rapidly expanding and
having an emphasis on improved prediction of major
cyclones impacting coastal Antarctica. In recognition of
the limited personnel available during winter, the addi-
tional radiosonde ascents, being released from a set of
Antarctic stations similar to those shown in Figure 1a,
will be restricted to four target weather events, and each
observing period will be roughly five days in duration.
Selection of events will in part be based on ensemble
predictions from global and regional forecasting centers.
An expanded collection of radiosonde sites in lower lati-
tudes, such as from southern Australia, has been arranged.
That better atmospheric information across the Southern
Ocean can lead to improved forecasts of intense Antarc-
tic coastal cyclones a few days later is confirmed by the
case studies using global positioning system radio occul-
tation (GPS-RO) data reported by Wee et al. (2008) and
Chen et al. (2014).
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