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[1] The Polar version 3.1.1 of the Weather Research and Forecasting model (WRF), a
high‐resolution regional scale model, is used to simulate conditions for the year December
2006 to November 2007. The goal is to compare model output of near‐surface and
tropospheric variables to observational data sets. The domain mirrors that of the Arctic
System Reanalysis (ASR), an assimilation of model fields with Arctic observations being
conducted partly by the Polar Meteorology Group of the Byrd Polar Research Center
at Ohio State University. A key development in this Polar WRF study is the extension of
the seasonal progression of sea ice albedo to the entire Arctic Ocean. The boundary
conditions are specified by the NCEP Final global gridded analysis archive (FNL), a
1° × 1° global grid updated every 6 h. The simulations are performed in 48 h increments
initialized daily at 0000 UTC, with the first 24 h discarded for model spin‐up of the
hydrologic cycle and boundary layer processes. Model large‐scale variables of
atmospheric pressure and geopotential height show good agreement with observations.
Spatial distribution of near‐surface air temperatures compares well with ERA‐Interim
despite a small negative bias in the station analysis. Surface dewpoint temperatures and
wind speeds show small biases, but model skill is modest for near‐surface winds.
Tropospheric temperatures and wind speeds, however, agree well with radiosonde
observations. This examination provides a benchmark from which to improve the model
and guidance for further development of Polar WRF as ASR’s primary model.

Citation: Wilson, A. B., D. H. Bromwich, and K. M. Hines (2011), Evaluation of Polar WRF forecasts on the Arctic System
Reanalysis domain: Surface and upper air analysis, J. Geophys. Res., 116, D11112, doi:10.1029/2010JD015013.

1. Introduction

[2] A current challenge is to merge various forms of
information about the Arctic being collected for climate
change purposes (e.g., field observations, satellite data, and
model output). While Global Climate Models (GCMs) are
being extensively used for climate change projections into
the 21st century, higher resolution regional‐scale models
have become a necessary tool for analyzing and predicting
weather and climate in the Arctic. As a result of the Study of
Environmental Arctic Change (SEARCH) [Arctic Research
Consortium of the United States, 2005], the Arctic System
Reanalysis (ASR) [Bromwich et al., 2010] is being per-
formed. ASR is the merging of historical atmospheric,
oceanic, land surface, and cryosphere observations using
data assimilation techniques and regional modeling with the
goal of enhanced understanding of the Arctic’s atmosphere/
sea ice/land system.

[3] As part of this Arctic integration effort, research and
development of a high resolution regional scale atmospheric
model, specifically the Weather Research and Forecasting
Model (WRF) [Skamarock et al., 2008], is being conducted
by the Polar Meteorology Group at the Byrd Polar Research
Center of Ohio State University. Modifications to WRF for
polar applications have been ongoing, with the intent of
designing an Arctic friendly mesoscale model to be used as
the primary model for ASR.
[4] A series of highly detailed analyses of regional mod-

eling with Polar WRF have been performed with results
compared to selected local observations. Polar WRF was first
tested over the Greenland ice sheet using version 2.1.1 [Hines
and Bromwich, 2008] and led to improvements of the 4‐layer
Noah Land Surface Model (LSM) [Chen and Dudhia, 2001];
updates were made to longwave emissivity, upward long-
wave flux, deep snowpack treatment, and thermal conduc-
tivity of permanent ice and snow surfaces. Next, Polar WRF
was tested over the Arctic Ocean in order to improve the
surface treatment of sea ice [Bromwich et al., 2009]. Polar
WRF version 2.2 was evaluated against observations made at
the drifting station SHEBA [Perovich et al., 1999;Uttal et al.,
2002]. Fractional sea ice was implemented, specifying con-
ditions associated with ice and open‐water areas of sea ice
grid boxes. Likewise, sea ice albedowas set as a function time
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and latitude to account for the strong seasonal cycle. Finally,
Polar WRF was tested over Arctic land using version 3.0.1.1
and compared to observations from the North Slope of Alaska
[Hines et al., 2011]. A sensitivity study using reduced soil
heat conductivity was used during a January 2007 simulation
in order to improve near surface air temperatures, which were
previously too warm. Additionally, summer simulation of
longwave and shortwave radiation showed a presumed
underrepresentation of Arctic stratus clouds over land, with
excessive incident shortwave radiation.
[5] While the near‐surface results of Polar WRF perfor-

mance over the Greenland ice sheet, sea ice, and Arctic land
have been analyzed, Polar WRF has not been thoroughly
examined on the full ASR domain. In particular, the per-
formance in the middle and upper troposphere, that are
especially sensitive to the synoptic and larger scales, has
not been documented. Thus, to prepare for the ASR, this
macroscale study analyzes short‐term forecasts from the
optimized Polar WRF model used as the base model for
ASR. The domain includes the immediate Arctic region, the
surrounding river basins, and lower latitudes, and interest
lies in optimizing performance over the Arctic without
penalizing it in other areas. The year selected for analysis is
December 2006–November 2007, the year of record sea
ice minimum extent [National Snow and Ice Data Center,
2007]. This analysis focuses on the surface and upper air
performance of Polar WRF, while a companion paper will
analyze Polar WRF’s atmospheric hydrologic cycle. Does
the optimized high resolution mesoscale model Polar WRF
predict with a high degree of realism the physical atmo-
spheric processes that occur in the Arctic and midlatitudes?
Section 2 describes the Polar WRF configuration used in
this investigation. Section 3 depicts the model domain and
input data and the following section describes the data sets
used for validation. Sections 5 and 6 detail the results of the
surface analysis while sections 7 and 8 highlight upper‐
level performance. Finally, a summary is provided in
section 9.

2. Polar WRF Configuration and Dynamics

[6] For this investigation, the polar version of WRF 3.1.1
is used. This adapted version of Polar WRF uses 39 vertical
terrain following sigma levels from the Earth’s surface to
10 hPa, with the lowest layer centered at 8 m AGL. It has
been demonstrated that a higher model top provides better
treatment of upward propagating gravity waves [Bromwich
et al., 2005]. Likewise, additional damping of the top
8 km of the model is utilized through a diffusion option.
[7] Long‐term uninterrupted limited area simulations

suffer from a build up of errors over time despite updated
lateral boundary conditions [Lo et al., 2008]. Therefore
“forecast mode” is implemented here with 48 h simulations
initialized daily at 0000 UTC allowing for model “spin‐up.”
Two aspects of the model atmosphere require spin‐up: the
hydrologic cycle and the planetary boundary layer (PBL).
Past experience with the Antarctic boundary layer shows the
PBL becomes quasi‐steady after 12 h of spin‐up [Parish and
Waight, 1987; Parish and Bromwich, 1991; Parish, 1992;
Parish and Cassano, 2003]. While 12 h spin‐up was chosen
for Greenland‐area Polar WRF simulations [Hines and
Bromwich, 2008], the subsequent studies of the Arctic

Ocean and Arctic land utilized 24 h spin‐up as it was thought
a 24 h minimum forecast time would provide a slightly more
difficult challenge for the model. The 24 h spin‐up therefore
is retained for this current study. All 3 hourly model outputs
are compiled and compared to 3 hourly observations for the
annual cycle.
[8] For this study, many of the physics parameterizations

have been chosen in light of previous Polar WRF experi-
ments described in the introduction. For the cloud micro-
physics parameterization the WRF single moment 6‐class
scheme is used [Hong and Lin, 2006]. Having been suc-
cessfully tested in the Greenland simulation, this scheme
allows vapor, rain, snow, cloud ice, graupel, and cloud
supercooled water, as well as a gradual melting for snow
falling through a melting layer. The cumulus parameteriza-
tion in Polar WRF is provided by the new Grell‐Devenyi 3D
ensemble scheme [Skamarock et al. 2008], based on an older
version [Grell and Devenyi, 2002]. Here, multiple cumulus
schemes are run within each grid box and the results are
averaged and provided to the model. Likewise, each grid box
handles the entrainment and detrainment processes separately.
For the PBL, theMellor‐Yamada‐Janjic (MYJ) [Janjić, 2002]
scheme has been chosen providing a parameterization of
the turbulence in the PBL and free atmosphere. Equally
important, it has been demonstrated in Polar WRF’s
Greenland simulation to perform as well as other PBL
schemes [Hines and Bromwich, 2008]. With regard to atmo-
spheric radiation parameterizations, the Rapid Radiative
Transfer Model (RRTM) [Mlawer et al., 1997] scheme and
the Goddard Shortwave [Chou and Suarez, 1994] scheme
are implemented for longwave and shortwave radiation,
respectively. The RRTM parameterizes longwave processes
involved with water vapor, ozone, CO2, and trace gases.
Additionally, the RRTM has been found to be superior to
other longwave radiation schemes for previous simulations
of Arctic environments in the treatment of longwave energy
during clear‐sky conditions [Inoue et al., 2006; Pinto et al.,
1997; Ruffieux et al., 1995]. Recent evidence suggests the
RRTM scheme in WRF may lead to excessive cooling in
the upper levels near the model top [Powers et al., 2010].
However, this analysis is restricted to levels at or below
100 hPa, and the new RRTMG scheme is not explored.
[9] For the land surface, the Noah LSM (updates

described in section 1) with an Eta similarity surface layer
and fractional sea ice are employed as with previous Polar
WRF experiments. Due to its strong seasonal dependence
[Perovich et al., 2002, 2007], sea ice albedo is allowed to
vary during the melt season based on dates of snowmelt
over sea ice in a similar manner to the study of Polar WRF
over the Western Arctic Ocean [Bromwich et al., 2009]. Sea
ice albedo is initially set to 0.82 for winter and spring
months. In June, the sea ice albedo linearly decreases with
time to 0.5, representing a combination of bare ice and melt
ponds. Throughout July, sea ice albedo increases from 0.5
representing a mixed surface to 0.65 representing bare ice
only as melt ponds become deeper and less reflective. Melt
ponds are no longer treated as part of sea ice albedo cal-
culation by the end of July. Rather, melt ponds are treated as
open water within the pack ice. The overall increase in the
ice fraction albedo is offset by the fact that less area is
covered by bare ice resulting in a decrease in total pack ice
albedo. Finally, sea ice albedo linearly increases after
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August 15, resuming a value of 0.82 by September 1. This
process has been extended to 16 sea ice zones within the
model domain.

3. Model Domain and Input Data

[10] The domain for this study is consistent with the ASR
domain including most of the Northern Hemisphere. The
domain is a two‐way nested domain centered on the North
Pole, with the inner domain extending 10,800 km in the
west‐east and south‐north directions on a 60 km horizontal
grid (Figure 1). The two‐way runs allow both the inner and
outer domains to be run simultaneously, where the coarser
outer domain gives boundary conditions to the inner domain
and the finer inner domain provides information back to the
outer domain. While higher resolution simulations will be
conducted with Polar WRF for ASR, 60 km resolution
allows for a meaningful broad scale evaluation of Polar

WRF behavior on the expansive ASR domain. Likewise,
60 km resolution maintains reasonable tractability and
resource management. The inner domain boundaries are
located inside the highest terrain of the Tibetan Plateau,
include a large portion of the North Pacific and North
Atlantic storm tracks, and encompass the Arctic river
drainage basins.
[11] The lateral boundary conditions are specified by the

National Center for Atmospheric Research [1999] Final
global gridded analysis archive, a 1° × 1° global grid up-
dated every six hours. Sea surface temperatures are provided
by the NCEP 0.5° RTG_SST Analysis [Gemmill et al.,
2007]. The sea ice coverage is supplied by the Bootstrap
Sea Ice Concentrations from the Defense Meteorological
Satellite Program’s (DMSP) Special Sensor Microwave/
Imager (SSM/I) [Comiso, 1999] with 25 km resolution.
SSM/I has been used effectively to identify varying ice

Figure 1. Two‐way nested model domain used for Polar WRF simulations. Inner domain consists of
181 × 181 grid points with 60 km horizontal resolution and 39 vertical levels. Included in the inner
domain are all surface and upper observations sites used to compare model performance.
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types [Shokr et al., 2008] and track seasonal and interannual
variability of lake ice cover in the Aral Sea [Kouraev et al.,
2009]. Daily sea surface temperature and sea ice concen-
tration are linearly interpolated to six hour inputs based on
the difference between two consecutive days.

4. Validation Data and Methods

[12] The surface analysis compares model results to
observations from the National Climatic Data Center
(NCDC) observations for 2 m temperature, 2 m dewpoint,
surface pressure, mean sea level pressure, 10 m wind speed,
10 m wind direction, as well as 10 m wind components.
Station locations within the Polar WRF inner domain have
been divided regionally along 60°N, with polar stations
identified as those lying north of this latitude (upper level
analysis as well). Several NCDC stations are located directly
on the coast in topographic areas difficult to resolve at 60 km
resolution. For the surface evaluation therefore, additional
analysis is conducted for stations north of 60°N and at least
100 km away from the coast (polar NC). This allows for a
meaningful discussion of model behavior on Arctic land in
areas of open terrain. Biases, root mean squared differences
(RMSD), and correlation coefficients for all variables are
calculated on annual, seasonal, and monthly time scales for
each station and means are calculated for each region. A
diurnal cycle analysis for selected observations is included to
analyze this important aspect of summer model behavior.
Although 78% of model surface elevations are within 200 m
of NCDC elevations, 2 m temperature and 2 m dewpoint
results from model simulations are adjusted to the NCDC
station height using the environmental lapse rate of 6.5 K
km−1. Likewise, model surface pressure is corrected hyp-
sometrically to NCDC elevations where the temperature is
set to the model 2 m temperature at each observation time.
[13] Upper air analysis is conducted using observations

from the Integrated Global Radiosonde Archive (IGRA)
sounding‐derived data set which includes temperature,
geopotential height, relative humidity, wind speed, zonal
wind component, and meridional wind component observa-
tions [Durre and Yin, 2008]. Analysis is performed on the
following levels: 1000 hPa, 850 hPa, 700 hPa, 500 hPa,
300 hPa, 200 hPa, and 100 hPa, where models results are
interpolated to the observed pressure levels. Discussion will
focus on radiosonde observations at 850 hPa and above, with
1000 hPa level included only where it has been cross
checked with surface results. Likewise, stations included in
the analysis must report at least 50% of the monthly radio-
sonde observations at all pressure levels. Annual and sea-
sonal mean biases, RMSDs, and correlation coefficients for
all variables for each level are calculated and regionally
averaged. Vertical profiles of biases, RMSDs, and correla-
tion coefficients demonstrating model differences through-
out the troposphere are provided, and focus is given to
seasonal vertical profiles of polar region temperature and
horizontal wind speed in order to provide clarity to the
evaluation of model performance in the Arctic. Figure 1 also
shows the surface and upper level locations used for Polar
WRF comparisons.
[14] Last, the ERA‐Interim Reanalysis [Simmons et al.,

2006] is used for comparison of annual mean 2 m temper-
ature field as predicted by Polar WRF. ERA‐Interim uses a

4D‐Var system to merge short‐term model forecasts with
conventional and satellite observations from 1989 to the
present [Dee and Uppala, 2009]. ERA‐Interim has been
shown to perform well in modeling near‐surface tempera-
tures over Ireland [Mooney et al., 2010] and in depicting
tropospheric temperatures over the Arctic [Dee and Uppala,
2009]. Here, the output from ERA‐Interim is on a 1.5° ×
1.5° latitude/longitude grid and has been projected onto the
Polar WRF domain without interpolation in order to provide
a qualitative spatial analysis of near surface air temperature
and evaporation.

5. Surface Variable Evaluation

[15] Polar WRF and ERA‐Interim annual mean 2 m
temperatures over land are shown in Figure 2. At 60 km
resolution, Polar WRF provides a higher degree of detail
across the domain, especially in regions of higher elevation.
Examining the extremes, the coldest annual simulated mean
surface air temperatures are found just north of the highest
elevations over the Greenland ice sheet, with annual mean
temperatures ranging from −25°C to −35°C. Spatially, this
agrees well with previous mesoscale modeling studies of
Greenland using Polar MM5 [Cassano et al., 2001] as well
as ERA‐Interim. The warmest temperatures in the domain
are found in the Persian Gulf region and deserts of Eurasia,
with annual mean temperatures exceeding 15°C.
[16] Table 1 summarizes the results of the surface analysis

with NCDC and Figure 3 shows individual location results.
Two meter temperature biases for the whole domain are
generally cold, with an annual mean bias of −0.8°C in the
midlatitudes and −1.3°C for the polar region (Figure 3a).
The midlatitude region reflects a high degree of skill with an
annual mean correlation of 0.84. The correlations are
slightly lower in some regions of higher terrain and along
coasts, especially in western North America. Many locations
in the polar region have correlations ranging from 0.70 to
0.89, with a couple of stations showing correlations less
than 0.60. These less skilled stations are located on the coast
along the periphery of the Arctic Ocean. However, the
annual mean correlation for the polar region when only NC
stations are included increases from 0.76 to 0.81.
[17] To explore the seasonal differences, Figure 4 shows

the monthly mean biases, RMSDs, and correlation coeffi-
cients of 2 m temperature for all months for both the mid-
latitude and polar regions. Likewise, monthly correlations
are plotted for polar (NC) stations. The difference between
winter and summer biases in the polar region is larger than
the midlatitude region. In the polar region the biases are
especially negative in the winter and slightly positive in
June and July. July and August correlation coefficients are
markedly improved for noncoastal polar stations (0.74/0.83,
0.75/0.85, respectively). Unlike winter conditions when sea
ice results in little temperature difference between land and
ocean, difficulty arises in summer due to the inability to
accurately choose a model grid point location representative
of the coastal station and its land surface. The midlatitude
biases and correlations change little throughout the year.
[18] Evidence presented here suggests Polar WRF has a

cold bias throughout most of the domain compared to both
ERA‐Interim and NCDC surface observations. First, there is
evidence indicating ERA‐Interim global mean tropospheric
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temperatures are warmer when compared to other reanalyses
(ERA‐40 and JRA‐25) [Dee and Uppala, 2008]. Second,
earlier Polar WRF studies (with WRF versions prior to 3.1)
indicate Polar WRF had a positive bias in the near surface
temperatures when compared to selected surface observa-

tions. A cold bias has been reported with the Noah LSM
beginning with WRF version 3.1 (K. Manning, personal
communication, 2011), the cause of which is yet to be
determined. This is likely to be the cause of the cold bias
found here.

Figure 2. Annual mean 2 m temperatures (°C) over land for (a) Polar WRF and (b) ERA‐Interim. ERA‐
Interim data have not been regridded to Polar WRF resolution.
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