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Abstract
The impacts of initial conditions and model configuration on the simulations
of polar lows (PLs) near Svalbard, the global “hotspot” for PL activity, were
investigated using the Polar Weather Research and Forecasting (Polar WRF or
PWRF) model and WRF three-dimensional data assimilation (3DVAR). The
well-documented PL case presented by Sergeev et al., in 2017 from March 26,
2013 featuring in situ aircraft observations is revisited using PWRF and 3DVAR
to identify the most suitable model configuration to simulate PLs. The sim-
ulation results using initial conditions from PWRF and 3DVAR cycling runs
were compared with those of cold-start experiments using reanalysis as the ini-
tial condition. For cycling runs, the impacts of initial conditions from synoptic
observations together with satellite radiances were superior to the assimila-
tion of synoptic data alone. Several additional experiments were undertaken
to further refine the PWRF configuration by considering the horizontal resolu-
tion, analysis nudging, digital filter initialization, and two boundary-layer and
four microphysics schemes. Based on the chosen configuration of Polar WRF
and 3DVAR from the case-study, the monthly reanalysis mode with 3 hr time
window cycling data assimilation and short-term forecasts using PWRF alone
were performed for March 2013 and the PLs that formed over the Nordic Seas
were evaluated. Manual identification and verification of PLs were performed
using thermal infrared satellite imagery and 10 m scatterometer winds. Over-
all, nine PLs were identified in addition to the case presented by Sergeev et al.,
in 2017. Both the case-study and monthly simulation results show that the
high-resolution initial condition is the most important factor, but a reasonable
forecast model configuration can help to improve the simulation performance.
Satellite radiance data are very important for producing the high-resolution ini-
tial conditions for Polar WRF to simulate PLs successfully; the best performance
was obtained by assimilating both synoptic data and satellite radiances.
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1 INTRODUCTION

Polar lows (PLs) are intense mesoscale cyclones that occur
over the high-latitude oceans in both hemispheres in
the cold months, usually developing during marine cold
air outbreaks (MCAO) (Montgomery and Farrell, 1992;
Rasmussen and Turner, 2003; Kolstad, 2006; 2015; Rojo
et al., 2015; Stoll et al., 2018). These mesoscale cyclones
with strong winds and heavy precipitation constitute a
threat to offshore activities such as fishing, maritime oper-
ations, and life in coastal zones of the polar regions.
Yet owing to their small size (horizontal scale less
than 1,000 km), short life cycle (hours to 1–2 days) and
the sparse network of synoptic observations over the
ocean, PLs are poorly represented in observational data,
global reanalyses and numerical forecasts (Rasmussen and
Turner, 2003; Zahn and von Storch, 2010; Kolstad, 2011;
Iversen, 2013; Mallet et al., 2013; Zappa et al., 2014; Yanase
et al., 2015; Sergeev et al., 2017; Stoll et al., 2018; Radovan
et al., 2019).

Based on the development of reanalysis data and
high-resolution numerical models during recent decades,
PLs can now be investigated more comprehensively.
The performance of several models was examined. For
example, Zahn and von Storch (2008a) investigated the
reproduction of PLs by two-year-long simulations with
Climate Limited-area Model (CLM) and found “more
freedom” (non-nudged) for the model was important.
Wu and Petty (2010) compared five bulk microphysics
schemes with Weather Research and Forecasting (WRF)
simulations of PLs over the Nordic Seas and the Sea of
Japan and concluded that the WRF Single-Moment 6-class
(WSM6) scheme captured cloud and precipitation pro-
cesses with the greatest realism. Føre et al. (2012) and
Kolstad et al. (2016) discussed the roles of surface heat
flux and latent-heat release in “hurricane-like” PLs over
the Barents Sea using sensitivity experiments with the
WRF model. Also, Adakudlu and Barstad (2011) and Kol-
stad and Bracegirdle (2017) explored the impacts of the
ice cover and sea-surface temperature (SST) for a PL
case with SST sensitivity experiments over the Barents
Sea with WRF. Using Unified Model (UM) results com-
pared to IPY–THORPEX (Kristjánsson et al., 2011) data,
Kristiansen et al. (2011) and McInnes et al. (2011) con-
cluded that a horizontal grid spacing less than 4 km and
the initial conditions were both important for the model
performance. A detailed analysis of the structure of one
shear-line PL was presented by Sergeev et al. (2017) using
comprehensive observations and the UM. Following this,
with the UM at convection-permitting grid spacing of
2.2 km, Sergeev et al. (2018) studied the influence of the
orography of Svalbard and the sea ice cover for PL pre-
diction over the Barents and Norwegian Seas. The effects

of grid spacing and convection representation for skilful
forecasts of PLs by the limited-area model AROME-Arctic
were discussed by Hallerstig et al. (2021) and Müller
et al. (2017). To summarize, the following factors can be
identified for successful PL numerical simulation. First,
high horizontal resolution is required. Second, simulations
of PL are sensitive to the initial conditions. Finally, model
parametrization choices, orography, sea-ice cover and SST
also play important roles.

However, to the knowledge of the authors, the results
of PL simulations with Polar WRF (PWRF) and data assim-
ilation have not been investigated in detail yet. This article
seeks to investigate the effects of initial conditions and
model configuration on the simulations of PL using PWRF
and regional data assimilation. Therefore, a case-study
of a PL near Svalbard is re-examined with a recent ver-
sion of PWRF (Version 4.1.1) and three-dimensional varia-
tional data assimilation (3DVAR). Because comprehensive
observations are required to validate PL simulations, the
well-known PL case presented by Sergeev et al. (2017)
that has comprehensive observations is studied again to
improve the performance of PL simulations. That article,
referred to as S17 below, is a key input for the present study
of simulating PLs near Svalbard, and several of the figures
presented here are inspired by their analyses. As the focus
is on our model, we elect to include limited comparisons
with their modelling results.

First, to validate and improve the performance of
the PL simulations using PWRF and 3DVAR, an ensem-
ble of sensitivity experiments is carried out for the
well-documented case studied by S17 on 26 March 2013
to explore the sensitivity to horizontal resolution, initial
conditions with and without data assimilation, and the
impacts of the satellite radiance data assimilation in the
initial conditions for PL simulation. Also, model numer-
ical options such as analysis nudging, and digital filter
initialization (DFI) along with the performance of dif-
ferent physical schemes (two for the planetary boundary
layer (PBL) and four for microphysics) are evaluated by
comparison with satellite and in situ observations.

Next, to examine the performance of simulated PLs
during a long period, monthly simulations using PWRF
only with the initial conditions directly from ERA-Interim,
and a monthly cycling data assimilation using PWRF and
3DVAR with synoptic observations alone and combined
with satellite radiances, are performed for March 2013.
The refined configurations of PWRF and 3DVAR from
the case-study are used for the monthly runs. The PLs
that formed over the Nordic Seas are evaluated by manual
identification and verification using Advanced Very-High
Resolution Radiometer (AVHRR) 4 km thermal infrared
satellite imagery and 12.5 km resolution 10 m wind fields
from the Advanced Scatterometer (ASCAT).
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The structure of the article is as follows. Section 2
describes the model, experiment strategy and data used in
this study. Section 3 discusses the results of the sensitivity
experiments for the S17 case-study. The manual identifica-
tion of PLs and the performance of each month-long simu-
lation approach are given in Section 4. Finally, a discussion
and summary are provided in Section 5.

2 MODEL, EXPERIMENTAL
DESIGN AND DATA

2.1 Polar WRF

The model used in this study is the polar-optimized ver-
sion of the WRF model that is known as Polar WRF
(PWRF) (e.g., Hines et al., 2011). It focuses on the envi-
ronmental characteristics of the polar regions such as
optimal treatment of heat transfer for ice sheets and
revised surface energy balance calculation in the Noah
Land Surface model (e.g., Ek et al., 2003), comprehensive
description of sea ice, and improved cloud microphysics
for polar conditions with many of these improvements
now being part of the standard release of WRF (e.g., Hines
and Bromwich, 2008; 2017; Bromwich et al., 2009; Hines
et al., 2011; 2015). Moreover, PWRF and WRF-3DVAR
cycling data assimilations have been used to produce the
Arctic System Reanalysis (ASRv1 and ASRv2: Bromwich
et al., 2016; 2018); ASR has been applied to investi-
gate PLs and found to represent PLs much better than
other reanalyses (Smirnova and Golubkin, 2017; Stoll
et al., 2018).

Hence, based on a wide range of studies of WRF/
PWRF over the polar regions (Hines and Bromwich, 2008;
Bromwich et al., 2009; 2018; Wu and Petty, 2010; Hines
et al., 2011), the Kain–Fritsch scheme (Kain, 2004) is used
for cumulus parametrization when model horizontal reso-
lution is greater than 5 km, and the global model version of
the Rapid Radiative Transfer Model (RRTMG) describing
long-wave and short-wave radiation (Iacono et al., 2008)
is selected. The Noah Land Surface model with the polar
updates optimized from Hines and Bromwich (2008) is
used in this study. Two PBL schemes are considered: the
new version Mellor–Yamada–Nakanishi–Niino (MYNN)
2.5-level scheme that improves downward short-wave
radiation at the surface (Olson et al., 2019) in WRF ver-
sion 4.1.1, and the Mellor–Yamada–Janjić (MYJ) turbulent
kinetic energy scheme (Janjić, 1994) which widely was
tested by the Polar Meteorology Group (Hines et al., 2011;
Bromwich et al., 2013) and demonstrated good skill for
wind forecasts over Svalbard (Kim et al., 2019). The
following microphysics options are investigated based
on several (PL) modelling studies (Wu and Petty, 2010;

Wu et al., 2011; Føre et al., 2012; Kolstad et al., 2016;
Hines and Bromwich, 2017; Hines et al., 2019): the
Morrison-2-moment, a scheme that has been extensively
tested in the polar regions and shown good performance;
the Morrison–Milbrandt P3 scheme (P3) (Morrison and
Milbrandt, 2014), that produced greater liquid water con-
tent than Morrison-2-moment in central West Antarc-
tica (Hines et al., 2019); the aerosol-aware Thompson
microphysics (Thompson and Eidhammer, 2014); and
WRF double-moment six-class scheme (WDM6: Lim and
Hong, 2009), an advance on WSM6 studied by Wu and
Petty (2010). The parametrizations are summarized in
Table 1.

Nudging, a method of pushing simulations toward
analysis or observation, has been widely used for numeri-
cal simulation of PLs (Zahn and von Storch, 2008a; 2008b;
Kolstad et al., 2016). Unsuitable nudging may damage the
sensitivity to latent heating at upper levels and prohibit the
development of extreme events, both of which would sup-
press the growth of PLs (Cha et al., 2011; Glisan et al., 2012;
Otte et al., 2012; Kolstad et al., 2016). For spectral nudg-
ing, the small scales are more sensitive to wave numbers
determined by the size of the modelling domain and the
scale of driving forces (Liu et al., 2012). It is also not recom-
mended when dynamic aspects need to be addressed, such
as during the genesis of a storm (von Storch et al., 2000).
Grid nudging is a “simple” but effective option that has
been stressed as providing good precipitation and moisture
adjustment (Bowden et al., 2012; Wootten et al., 2016), and
is used here to prevent the simulations from drifting away
from large-scale driving fields (ERA-Interim).

2.2 Data assimilation

2.2.1 WRF-3DVAR

PLs typically form when cold dry air from Arctic sea ice
moves over the warmer open ocean. Usually there is a
shortage of in situ observations in this region. Therefore, it
is still challenging to analyse the detailed structure of PLs,
as well as to provide the high-resolution initial conditions
to simulate and forecast these small-scale and explosive
weather phenomena accurately (Yanase and Niino, 2007;
Zahn and von Storch, 2008b; Kristiansen et al., 2011;
Sergeev et al., 2017). Data assimilation (DA) is the tech-
nique that combines observations and short-term model
forecasts to provide an estimate of atmospheric condi-
tions valid at a prescribed analysis time. Currently, WRF
Data Assimilation System (WRFDA) has been extended to
include a broad range of DA techniques, such as 3DVAR,
4DVAR and EnVar (Barker et al., 2004; 2012; Huang
et al., 2009). In this study, WRFDA-3DVAR is selected
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T A B L E 1 Summary of the model settings and experimental method

PWRF V4.1.1

Horizontal resolution 3/6/9 km

Vertical level 71 levels, the model top level at 3 hPa

Coordinate Hybrid Vertical Coordinate, eta = 0.3

Land surface options Noah

Short/long-wave Both RRTMG

Cumulus Kain–Fritsch when model horizontal resolution is greater than 5 km

Microphysics Morrison-2-mom/P3/aerosol-aware Thompson/WDM6

PBL scheme MYNN2 /MYJ

Surface layer MYNN when PBL Scheme is MYNN2.
Monin–Obukhov when PBL Scheme is MYJ

Nudging Grid nudging t, ph, u, v, above 550 hPa, coefficient: 0.0001

Lateral/bottom boundary data Atmospheric and soil information: ERA-Interim. SST and sea ice: OSTIA, 0.05◦ × 0.05◦

WRFDA V4.1

Method 3DVAR, assimilation of observations within ±1.5 hr.

Background error Computed for the whole month based on 12 and 24 hr PWRF forecasts

Data Typical conventional observations
GPS radio occultations
Radiances: AMSU-A, MHS sensors are selected.

Experimental method

Cold start PWRF, spin-up 24/12 hr

Cycling runs WRFDA and PWRF, regional cycling assimilation every 3 hr

because it is simpler and much less computationally
demanding than WRFDA-4DVAR and EnVar, as well as
more mature and reliably examined in the polar regions
such as in the ASR and the Antarctic Mesoscale Predic-
tion System (Powers et al., 2012; Bromwich et al., 2016;
2018).

2.2.2 Observations for data assimilation

Conventional in situ data and satellite-derived winds from
the Global Telecommunications System (GTS) are used.
Surface data include surface pressure, temperature and
specific humidity at 2 m, and u-wind and v-wind compo-
nents at 10 m from synoptic weather stations (SYNOP)
and airport stations (METAR) over land, and also from
buoys (BUOY) and ships (SHIPS) over the ocean. Upper
air data consist of u-wind and v-wind from profilers
(PROFILER); u-wind, v-wind, temperature and specific
humidity from radiosondes (SOUND); u-wind, v-wind
and temperature from aircraft (AIREP); and u-wind and
v-wind components from satellite cloud-track wind prod-
ucts retrieved from polar-orbiting and geostationary satel-
lites (SATOBS). A snapshot of the distribution of these

types of observations at 1200 UTC on March 26, 2016 is
displayed in Figure 1b.

Advanced Microwave Sounding Unit A (AMSU-A)
radiances from NOAA-15, -18, -19 and MetOp-2 satellites
are used for the data assimilation, and the Microwave
Humidity Sounder (MHS: Barker et al., 2012) is also used.
AMSU-A is a cross-track, line-scanned microwave sensor
with 15 channels, each with a 2,343 km swath width. It
measures 30 pixels in each swath with an approximate
48 km diameter footprint at nadir. In this study, window
channels 1–4 and 15 were not assimilated due to their large
sensitivities to uncertain surface parameters (e.g., surface
emissivity and skin temperature). High-peaking channels
10–14 were also excluded considering the 3 hPa model top.
Therefore, only temperature-sensitive channels 5–9 were
assimilated. A snapshot of AMSU-A radiances from four
satellites within a 3 hr time window centred at 1200 UTC
March 26, 2013 is displayed in Figure 1a. All these obser-
vations are provided by the National Centers for Environ-
mental Prediction (NCEP) in the binary universal form for
the representation of meteorological data (BUFR) format
and are assimilated by WRF-3DVAR within a ±1.5 hr time
window (Figure 1) to provide the high-resolution initial
conditions for the simulations of PLs by Polar WRF.
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F I G U R E 1 (a) Modelling
domain with sea ice and SST derived
from OSTIA (0.05◦×0.05◦) along
with the coverage of AMSU-A data
(white dots, NOAA-16). The black
dashed box indicates the focus region
for the S17 case-study with the flight
tracks (blue lines, A–B–C–D–A) and
CloudSat swath (black line) used in
this investigation. (b) Non-radiance
data available for assimilation
within ±1.5 hr time window [Colour
figure can be viewed at
wileyonlinelibrary.com]

2.3 Experimental design

2.3.1 Domain, initial conditions, lower
and lateral boundary conditions

The Nordic Seas (i.e. the Greenland, Norwegian and
Barents Seas) are one of the main development regions for
PLs during the extended boreal winter (November–April)
(e.g., Adakudlu and Barstad, 2011; Kolstad, 2011; 2015;
Føre et al., 2012; Smirnova et al., 2015; Sergeev et al., 2018;

Stoll et al., 2018; Landgren et al., 2019). The sparse cover-
age of conventional observations at high latitudes always
complicates PL study. Fortunately, multiple PL events
around the Svalbard archipelago were observed during the
Aerosol–Cloud Coupling And Climate Interactions in the
Arctic (ACCACIA) field campaign in March–April 2013
(Sergeev et al., 2017), and a representative case was investi-
gated by S17. It is known that the appropriate experimental
domain is important to the PL simulations (Kristiansen
et al., 2011). Hence, the single model domain used here

http://wileyonlinelibrary.com
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T A B L E 2 Summary of the characteristics of each model experiment

Abbreviation Microphysics PBL scheme
Nudging
strength

Start time
(UTC)

Comments
(compared to control)

Cold start

CS-24 Morrison2-mom a50 MYJ 0.0001 25.00 Control

CS-12 Morrison2-mom a50 MYJ 0.0001 25.12 Initialization time

Cycling runs

CR Morrison2-mom a50 MYJ 0.0001 25.00 Control, radiances, moder-
ate nudging

CR-NS Morrison2-mom a50 MYJ 0.0003 25.00 Strong nudging

CR-NW Morrison2-mom a50 MYJ 0.00003 25.00 Weak nudging

CR-6 km Morrison2-mom a50 MYJ 0.0001 25.00 6 km horizontal resolution

CR-NR Morrison2-mom a50 MYJ 0.0001 25.00 No radiances

CR-DFI Morrison2-mom a50 MYJ 0.0001 25.00 Using DFI

CR-MYNN Morrison2-mom a50 MYNN 0.0001 25.00 PBL MYNN

CR-M10 Morrison2-mom a10 MYJ 0.0001 25.00 Liquid water droplet con-
centration 10 cm−3

CR-M100 Morrison2-mom a100 MYJ 0.0001 25.00 Liquid water droplet con-
centration 100 cm−3

CR-P3 P3 MYJ 0.0001 25.00 Microphysics P3

CR-T Thompson
aerosol-aware

MYJ 0.0001 25.00 Microphysics Thompson
aerosol-aware

CR-W WDM6 MYJ 0.0001 25.00 Microphysics WDM6

aLiquid water droplet concentration specified in Morrison 2-moment microphysics scheme.

covers the Nordic Seas, surrounding Greenland, Iceland,
and part of continental Europe where the influences of
orography, sea ice, and strong and frequent MCAOs can be
well sampled (Figure 1). The model is set up with horizon-
tal resolutions of 3/6/9 km. The model vertical resolution
is 71 levels with a model top at 3 hPa, the first model level
at about 4 m above the surface and 26 levels below 850 hPa
(Table 1).

PLs are sensitive to sea ice and sea-surface tempera-
ture (SST), via their influence on low-level baroclinicity
and surface heat fluxes as revealed by previous studies
(e.g., Adakudlu and Barstad, 2011; Kolstad and Bracegir-
dle, 2017; Sergeev et al., 2018; Stoll et al., 2020). There-
fore, high-quality sea-ice and SST fields were derived from
the Operational Sea Surface Temperature and Sea Ice
Analysis (OSTIA) at 0.05◦ × 0.05◦ resolution daily dataset
downscaled to the model resolution are used for both
the cycling data assimilation and PWRF simulations and
are updated every 3 hr. For atmospheric and soil infor-
mation, data interpolated from the ERA-Interim (Dee

et al., 2011) atmospheric reanalysis fields (60 model levels)
which demonstrated better performance in polar regions
and PL simulation studies (Bromwich et al., 2013; 2018;
Kolstad et al., 2016; Kolstad and Bracegirdle, 2017) are
used to provide initial conditions and lateral boundary
conditions for the data assimilation and PWRF forecast
simulation. The ERA-Interim reanalysis land data are used
to provide the lower boundary conditions for 3DVAR and
Polar WRF.

2.3.2 Experimental strategy

The characteristics of each sensitivity experiment for the
case-study are listed in Table 2. Two methods are uti-
lized: one is only with PWRF (referred to as Cold Start
or CS) and the other is analysis–forecast cycling, with
PWRF and WRFDA-3DVAR cycling together (referred to
as Cycling Runs or CR). For CS runs, the model was
initialized at 0000 UTC/1200 UTC from ERA-Interim
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F I G U R E 2 (a,b) Channel 4 imagery from AVHRR NOAA-19 (0550 and 1220 UTC 26 March 2013) overlaid by ERA-Interim sea-level
pressure (SLP, red lines, hPa) at 0600 and 1200 UTC. (c,d) OLR of CR experiment at 0600 and 1230 UTC 26 March overlaid by sea-level
pressure (SLP, red lines, hPa). The blue capital letter PL indicates the approximate position of the polar low [Colour figure can be viewed at
wileyonlinelibrary.com]

with the first 24 hr/12 hr of output discarded as model
spin-up and the following 24 hr PWRF forecast analysed.
The CR was made at 3 hr intervals (0000, 0300 UTC,
etc.) from the analysis–forecast cycling with the PWRF
and WRFDA-3DVAR, and the 3 hr forecasts generated
by PWRF are used for comparison. To identify the opti-
mal model parameter settings, the following aspects were
examined with sensitivity runs. To evaluate different ini-
tialization times which was emphasized as critical for

this small-scale PL by S17, two Cold Start experiments
(CS-24/12) were performed. In the group of CR runs,
the impact of assimilating the synoptic observation data
together with satellite radiances and the synoptic data only
was examined by CR and CR-NR, respectively. Control
runs using 6 km grid spacing (CR-6 km), strong/weak
nudging (CR-NS/CR-NW), and DFI option (CR-DFI) also
were undertaken to verify the role of spatial resolu-
tion, the strength of nudging and the impact of DFI,

http://wileyonlinelibrary.com
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F I G U R E 3 (a,b) Ten-metre winds from ERA-Interim at 0600 and 1200 UTC 26 March, (c,d) 10 m wind field of CR experiment at 0600
and 1230 UTC. The blue PL label locates the approximate position of the polar low [Colour figure can be viewed at wileyonlinelibrary.com]

respectively. For the PBL, the MYNN 2.5-level has been
used in polar region studies including for PLs (Bromwich
et al., 2016; Kolstad et al., 2016), and is especially rec-
ommended when simulating terrain effects over Svalbard
(Claremar et al., 2012). However, if the model domain
contains flat regions (such as the open ocean), MYJ

performs well (Kilpeläinen et al., 2011; Kolstad, 2015;
Kim et al., 2019). Therefore, simulations with the MYJ
(CR) and MYNN (CR-MYNN) schemes were undertaken
to determine which is better. For microphysics, follow-
ing Hines and Bromwich (2017) and Hines et al. (2019),
the two-moment Morrison scheme with liquid water

http://wileyonlinelibrary.com
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T A B L E 3 The minimum SLP, the surface maximum wind speed at 10 m, the maximum relative vorticity at 950 hPa, the
maximum latent-heat flux, the maximum sensible-heat flux and the maximum SST−T500 calculated from the PL region (box areas
in Figures 4 and 5, 72–74◦N, 2–10◦E) at 1300 UTC 26 March 2013

Experiments
Min SLP
(hPa)

Max WS
(m⋅s−1)

Max RV 950 hPa
(10−4 s−1)

Max LHF
(W⋅m−2)

Max SHF
(W⋅m−2)

Min SST-T500
(◦C)

CR 1,008 23 48 457 590 44

CR-DFI 1,008 22 34 426 541 44

CR-NR 1,008 21 35 357 390 46

CR-6 km 1,009 18 12 372 565 45

CS-12 1,009 24 40 368 453 45

F I G U R E 4 OLR (W⋅m−2) overlaid by SLP (red contours, hPa) for five model sensitivity experiments at 1300 UTC 26 March: (a) CR, (b)
CR-DFI, (c) CR-NR, (d) CR-6 km, and (e) CS-12. The characteristics of each experiment are given in Table 2. The blue box indicates the
approximate position of the polar low [Colour figure can be viewed at wileyonlinelibrary.com]

droplet concentrations reduced from the standard value
of 250 to 100 cm−3, 50 and 10 cm−3 were evaluated
(CR-M100, CR and CR-M10). The P3 scheme that has
been available since the fourth version of WRF (Morrison

and Milbrandt, 2014; Milbrandt and Morrison, 2015) was
also examined (CR-P3). Considering the Thompson and
WSM6 schemes have been extensively tested and are
known for their ability to simulate PLs (e.g., Lim and

http://wileyonlinelibrary.com
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F I G U R E 5 Wind speed (m⋅s−1) at 10 m of five model sensitivity experiments at 1300 UTC 26 March: (a) CR, (b) CR-DFI, (c) CR-NR,
(d) CR-6 km, and (e) CS-12. The characteristics of each experiment are given in Table 2. The black box indicates the approximate position of
the polar low [Colour figure can be viewed at wileyonlinelibrary.com]

Hong, 2009; Wu and Petty, 2010; Thompson and Eidham-
mer, 2014; Hines et al., 2019), the aerosol-aware Thompson
and WDM6 that are advanced over the earlier versions
are also performed (CR-T, CR-W). Unlike Cold Start runs,
all Cycling Run simulations were initialized at 0000 UTC
25 March to allow the assimilated observations to have
greater impact on the short-term forecasts. The model
output frequency was 30 min from 0900 to 1500 UTC on
26 March.

To evaluate the capabilities of long-term simulations,
three additional sensitivity experiments using PWRF
alone, PWRF with 3DVAR assimilating solely synoptic
observations and both synoptic observations and satellite
radiances were investigated with month-long simulations
of PLs during March 2013. The details are discussed in
Section 4.

2.4 Validation data

2.4.1 Satellite data

Satellite data are especially useful for the analysis of PLs.
Due to the scarcity of in situ observations, satellite data
provide direct imagery and estimate meteorological vari-
ables from different remote-sensing instruments such as
cloud composition and surface winds. Here, three types of
satellite data contributed to this study.

The PL imagery is obtained from the AVHRR instru-
ment. It is subsampled to produce reduced-resolution
Global Area Coverage (GAC) data. The spatial resolution
is actually 4.4 (across-track)× 1.1 (along-track) km gen-
erated by averaging raw sensor counts with 3× 5 arrays
spread over three scan lines (Heidinger et al., 2014), here

http://wileyonlinelibrary.com
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F I G U R E 6 Wind speed (m⋅s−1) and direction at 10 m from ASCAT and model output at 1300 UTC 26 March: (a) estimated by ASCAT,
(b) CR, (c) CR-MYNN, (d) CR-P3, (e) CR-T, and (f) CR-W. The characteristics of the five experiments are given in Table 2. The black capital
letters (A B C D) indicate the approximate operating area of the aircraft (same as Figure 1) [Colour figure can be viewed at
wileyonlinelibrary.com]

summarized as 4 km resolution. Generally, the satellite
passes over this region several times each day and some
images are available for PL identification. For instance,
images covering the Norwegian Sea and fully capturing the
PL cloud features around 0550 and 1220 UTC on 26 March
2013 are shown in Figure 2a,b.

Near-gale force surface winds are a notable feature of
PLs. From the scatterometer instruments on MetOp-A,
the 12.5 km product of the near-surface ocean wind vec-
tor is derived and has been widely applied to PL studies
(e.g., Noer et al., 2011; Furevik et al., 2015). Over the
area of interest, ASCAT provides 10 m surface winds in
∼518-km-wide swaths each day that can be used for PL
validation.

CloudSat is a satellite experiment designed to mea-
sure the vertical structure of clouds globally. The 94
GHz spaceborne cloud-profiling radar provides cloud

profile information, such as radar reflectivity, liquid water
content (LWC) and ice water content (IWC) profiles with
240 m vertical resolution and 1.4× 1.7 km footprint size.
Although CloudSat repeats the same ground track every
16 days and completes 14 Equator overpasses on a daily
basis, for the case of S17, an orbit passed exactly over
this area only once (around 1130 UTC, see Figure 1a, the
cross is the start point and dot is end point of the data
used) (Stephens et al., 2002; Tourville et al., 2014; Sergeev
et al., 2017).

2.4.2 Aircraft observations

Direct observations from the Facility for Airborne Atmo-
spheric Measurements (FAAM) BAe-146 aircraft during
flight B763 on 26 March 2013 are used for the S17
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F I G U R E 7 Vertical cross-sections of wind speed (m⋅s−1) along with Legs AB and BC from dropsondes and model output at 1130 UTC
26 March (similar to S17). The positions of A, B and C are shown in Figure 6. (a,b) Interpolated dropsonde soundings, Leg AB used
dropsondes 1–6, Leg BC used dropsondes 6–11. (c,d) CR, (e,f) CR-MYNN, (g,h) CR-P3, (i,j) CR-T, and (k,l) CR-W. Numbers on the x-axis
identify the dropsondes [Colour figure can be viewed at wileyonlinelibrary.com]

case-study. The flight took off at 0958 UTC and landed
5 hr later to map out the PL that developed near Svalbard
approximately within 73–75◦N, 7–14◦E. The flight track
followed a “butterfly” pattern (A–B–C–D–A, see Figure 1)
with measurements lasting from 1100 to 1400 UTC. Eleven
Vaisala RD93 dropsondes were released along legs AB
and BC from 1121 to 1221 UTC about every 5 min at
an altitude of ∼6,000 m above sea level (ASL). Detailed
information is provided by the flight log available from the
FAAM data website (https://catalogue.ceda.ac.uk/uuid/
177bb10225aa45fa9edcb3169f5f3c27).

2.4.3 Reanalysis data

Although reanalysis datasets generally do not represent
PL accurately, especially for the smallest systems
with diameters less than 200 km (Zappa et al., 2014;
Yanase et al., 2015; Smirnova and Golubkin, 2017; Stoll
et al., 2018), they do capture the broadscale state of the
atmosphere, which helps to understand the background

conditions of PL. Here, the variables of sea-level pres-
sure (SLP) and U and V wind components derived from
ERA-Interim (Dee et al., 2011) are used for investigation
of the S17 case-study.

3 RESULTS

3.1 Case-study overview

The well-documented PL investigated by S17 is
re-examined here. Figure 2a,b show the AVHRR imagery
from NOAA-19 at 0550 and 1220 UTC on March 26,
2013 overlaid with the SLP from ERA-Interim at nearly
the same time. It is clear that the satellite images well
depicted the cloud features and the comma cloud band
structure showing the temporal development of the PL.
Although the SLP and wind streamlines (Figure 3a,b)
of ERA-Interim failed to resolve the PL, the circulation
reveals an intense southward cold Arctic air outbreak. The
resulting strong baroclinic zone favours the development
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F I G U R E 8 Vertical cross-sections of water vapour mixing ratio (blue colour shading, g⋅kg−1) and potential temperature (red contours,
K) along with Legs AB and BC from dropsondes and model output at 1130 UTC 26 March (similar to S17). The positions of A, B and C are
shown in Figure 6. (a,b) Interpolated dropsonde soundings, Leg AB used dropsondes 1–6, Leg BC used dropsondes 6–11. (c,d) CR, (e,f)
CR-MYNN, (g,h) CR-P3, (i,j) CR-T, and (k,l) CR-W. Numbers on the x-axis identify the dropsondes [Colour figure can be viewed at
wileyonlinelibrary.com]

of the PL. Figure 2c,d display the top-of-atmosphere out-
going long-wave radiation (OLR) with mean sea-level
pressures from the model results at 0600 and 1230 UTC,
closest in time to the satellite observations. The model
cloud band south of Svalbard, with relatively low OLR
(∼140 W⋅m−2), highlights the deep convection taking
place. Furthermore, the modelled intensification of the PL
corresponded closely with the satellite imagery patterns
(Figure 2a,b). At 0600 UTC, even though the cloud struc-
tures did not stand out, the PL centre (∼74.5◦N, 5◦E) is
clearly resolved by the 1,012 hPa closed centre (Figure 2c)
and the closed circulation of the wind streamlines (speeds
exceeding 18 m⋅s−1, Figure 3c). In the next 6 hr, the PL
moved slightly southward and intensified (evidenced by
the cloud-free centre located at ∼73◦N, 5◦E), with a pro-
nounced SLP minimum (1,010 hPa) and a well-developed
circulation in the wind field.

The lifetime of the PL in our numerical experiments
almost agrees with S17. In the early stages, owing to
the continuous southward flow of the MCAO, the main
cloud band with high relative vorticity (maxima 10−3 s−1)

was oriented roughly east–west. From 0000 UTC 26
March, these vortices developed into a quasi-axisymmetric
cyclonic disturbance with the vorticity band rolling up
and smaller waves merging. The instability criterion for
PL formation of the temperature difference between the
sea surface (SST) and 500 hPa (T500) exceeding 43 ◦C
(SST−T500) (e.g., Zahn and von Storch, 2008a; 2008b;
Zappa et al., 2014) is met (see Appendix Figure A1). It is
more significant at 0200 UTC associated with the increas-
ing radius of the SLP deficit (see Appendix Figure A2). Fur-
ther development shows the growth of PL is characterized
by the vorticity field and maintains a comma cloud band
that identifies a PL on satellite imagery. The SLP and wind
streamlines suggest that the mature stage was reached at
approximately 1300 UTC as the region of low pressure
(1,008 hPa, Table 3) reached its minimum and the accom-
panying strong winds (23 m⋅s−1, Table 3) maximized. After
1500 UTC, the PL diminished and started to disintegrate
into smaller disturbances which were absorbed into the
new, stronger cyclone a few hundred kilometres from the
coast of Norway. Based on this overall consistency, this
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F I G U R E 9 Cloud radar
reflectivity (dBZ) across the polar
low core region estimated from
CloudSat (following S17) and model
outputs at 1130 UTC 26 March: (a)
CloudSat, (b) CR, (c) CR-MYNN, (d)
CR-P3, (e) CR-T, and (f) CR-W. The
swath traversed from southeast to
northwest (right to left) during
1132–1134 UTC and is shown in
Figure 1. Feature labels at top are
taken from S17 [Colour figure can be
viewed at wileyonlinelibrary.com]

case-study can be confidently discussed in the following
sections.

3.2 Sensitivity to model parameter
settings

To identify the optimal model settings, it is important to
examine whether the simulations reasonably reproduce
the case or not. Five typical simulation results of the PL
at the mature stage are shown in Figures 4 and 5. For a
quantitative estimate, Table 3 shows the minimum SLP,
the maximum wind speed at 10 m, the maximum rela-
tive vorticity at 950 hPa, the maximum latent-heat flux, the

maximum sensible-heat flux and the minimum SST−T500
that are calculated from the PL region (72–74◦N, 2–10◦E,
box areas shown in Figures 4 and 5), respectively. Verifica-
tion of the simulations is discussed next.

As mentioned in Section 2.3.2, different experiments
explore the impacts of the initial conditions. Compared to
Cycling Runs (CR), Cold Start (CS-12) runs did not resolve
the PL very well. This was verified by the OLR, SLP and
wind field patterns shown in Figures 4a,e and 5a,e. For
the CR-NR, the low OLR values (Figure 4c) revealed the
convection that successfully matched the cloud structure
of the satellite image, but the lack of the minimum SLP
centre and a closed vortex in the wind field (Figure 5c)
depicted a weaker PL. Also, it had smaller wind speeds,
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F I G U R E 10 Cloud ice water
content (IWC, g⋅m−3) across the polar
low core region estimated from
CloudSat (following S17) and model
outputs at 1130 UTC 26 March: (a)
CloudSat, (b) CR, (c) CR-MYNN, (d)
CR-P3, (e) CR-T, and (f) CR-W. The
swath that passed from southeast to
northwest during 1132–1134 UTC is
shown in Figure 1. Feature labels at top
are taken from S17 [Colour figure can be
viewed at wileyonlinelibrary.com]

relative vorticity, latent-heat flux and sensible-heat flux
than CR (Table 3). This means that the model still faced
challenges in capturing the PL without radiance data
assimilation.

Because of its small scale, the rapidly developing PL is
sensitive to the model’s initialization time; Cold Start sim-
ulations at 0000 and 1200 UTC on 25 March (25.00 and
25.12) with spin-up time of 24 and 12 hr, respectively (both
end at 27.00) were conducted. The Cold Start runs are
consistent with the conclusion of S17 that simulations ini-
tialized at 25.12 show better performance. But the contrast
is not evident in the Cycling Runs.

Previous studies emphasized that high horizontal
resolution is a requirement for PL simulations. (e.g.,
Kristiansen et al., 2011; McInnes et al., 2011; Sergeev
et al., 2017; 2018). For WRF, 5 or 3 km horizontal resolution

(inner domain) is believed to be appropriate (e.g., Wu and
Petty, 2010; Føre et al., 2012; Kolstad et al., 2016). Here, a
single domain with horizontal resolutions of 3, 6 and 9 km
were assessed. As 9 km horizontal resolution produced
poorer results than 6 km, only the results of 3 km (CR) and
6 km (CR-6 km) are shown. Compared with 3 km, 6 km
horizontal resolution usually simulated a weaker PL that
indicates 6 km resolution is not fine enough for such a
small PL. The snapshots at 1300 UTC are displayed in
Figures 4d and 5d. Also, the values given in Table 3 indicate
that 6 km is not as good as 3 km.

To maintain the balance between accuracy and
variability in grid nudging strategy, a series of tests
suggested that switching off nudging for T, Q (spe-
cific humidity), U and V below model level 35 (roughly
550 hPa) significantly promotes model forecast skill. The
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T A B L E 4 Identified PL cases during March 2013 and model performance near mature stage

Time perioda Serial number CR CR-NR CS ASCAT validation Reference

F: 1 March, 0600 UTC
T: 2 March, 0000 UTC

1 Developed Intermittent Missing Y Figure 11a, row 1

F: 4 March, 0300 UTC
T: 5 March, 0300 UTC

2 Developed Developed Developed Y Figure 11a, row 2
3 Developed Intermittent Missing Y
4 Intermittent Intermittent Intermittent Y

F: 5 March, 0900 UTC
T: 7 March, 0300 UTC

5 Developed Intermittent Intermittent Y Figure 11a, row 3
6 Developed Missing Intermittent Y

F: 11 March, 0900 UTC
T: 13 March, 0000 UTC

7 Developed Intermittent Missing Y Figure 11b, row 1

F: 30 March, 0300 UTC
T: 31 March, 0300 UTC

8 Developed Intermittent Missing Y Figure 11b, row 2
9 Intermittent Intermittent Missing Y

aTime period: identified duration of each PL corresponding to the time of model output. F,T: indicate the approximate beginning and ending time of
satellite signatures, respectively.

F I G U R E 11 (a) PL cases identified from AVHRR (channel 4) imagery and corresponding model output (wind speed at 10 m plus
streamlines, m⋅s−1) and surface winds (at 10 m, m⋅s−1) from ASCAT at roughly the same time. The first column is the AVHRR imagery and
columns two to four are simulations with satellite radiances (CR), without satellite radiances (CR-NR) and PWRF alone (CS), respectively.
The boxes with bold numbers indicate the areas of each PL and its serial number. Each panel has an identifying number in the top right.
(b) Figure 11 continued [Colour figure can be viewed at wileyonlinelibrary.com]
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F I G U R E 11 Continued [Colour figure can be viewed at wileyonlinelibrary.com]

nudging coefficients tested were with the WRF’s default
strength (0.0003, as strong nudging, CR-NS), a moderate
value (0.0001, one-third of default strength, CR) and a
weak value (0.00003, approximately one-third of moder-
ate value, CR-NW). The moderate value (0.0001) proved to
be the most suitable. This is mainly because weak nudg-
ing did not have enough strength to force the model to
follow the prescribed large scales while strong nudging
could dampen the model’s ability to generate important
mesoscale features near the surface (Bowden et al., 2012).

The impacts of DFI were also examined. Generally,
DFI can reduce and/or eliminate high-frequency features,
including the noise of the model’s initial state (Peck-
ham et al., 2016). Dolph filter is the default option and
recommended by WRF. A more comprehensive descrip-
tion of this is available from Skamarock et al. (2019)
and the WRF user’s guide (https://www2.mmm.ucar.edu/
wrf/users/docs/user_guide_v4/v4.1/contents.html). Here,
Dolph filter with the 30 min backward–forward in time
was utilized in the simulation (CR-DFI) with other set-
tings the same as the control run (CR). However, not
only was the noise removed, but some small-scale unsta-
ble systems were also suppressed. As OLR shows in
Figure 4b, too many dark patches imply some small con-
vective features or instabilities were lost, especially over
the Norwegian Sea (south of the PL). Moreover, the model
with DFI produced a smaller maximum wind speed,
relative vorticity, latent-heat flux and sensible-heat flux
(Table 3).

3.3 Performance of different physical
schemes

This section investigates the performance of different
PBL and microphysics schemes by combined analy-
sis of ASCAT wind estimates, direct observations from
dropsonde profiles, and radar measurements from Cloud-
Sat. The model parameter settings used here are the same
as the control run (CR) except with different physical
schemes. MYNN and MYJ PBLs were investigated by com-
paring CR-MYNN and CR. Morrison-2-moment with liq-
uid water droplet concentrations of 50, 10 and 100 cm−3

were investigated and only the 50 cm−3 option (CR) is dis-
cussed here because it produced the best result. CR-P3,
CR-T and CR-W are used to evaluate the P3, aerosol-aware
Thompson and WDM6 microphysics schemes, respec-
tively (see Table 2).

3.3.1 Horizontal structure

As the consistency between the simulations and the
satellite imagery has been shown above, here the
horizontal structure mainly focuses on the surface wind.
At 1300 UTC, the PL transitioned into the mature stage and
all the simulations in Figure 6 clearly describe the PL with
the well-defined circulation centre to the east of the strong
wind region (yellow and purple colour fill). Compared to
ASCAT (Figure 6a), the model generally demonstrated a
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slightly weaker wind gradient over the main wind zone,
but the simulations resolve the core of PL which appears
as a relatively calm area (Figure 6). The different physi-
cal schemes did not show much effect on the location of
the PL, but the difference in the intensity was clear. Also,
although MYNN simulated a calm wind centre, the max-
imum wind speed was lower than observed (Figure 6c).
Wind speed, especially the strong wind region (exceeds
15 m⋅s−1) depicted by MYJ with Morrison-2-moment
(CR, with liquid water droplet concentrations reduced to
50 cm−3) was found to be closer to the observations.

3.3.2 Vertical structure

The dropsondes released along Legs AB and BC pro-
vide two snapshots of the atmospheric vertical profile
below 4 km crossing the strong wind zone (the northeast
shear line). Therefore, two vertical cross-sections along
the flight legs from the southeast (A) to northwest (B)
and back to the southeast (C) are shown in Figure 7.
The vertical wind profile (Figure 7a,b) presents the sharp
horizontal wind gradient that is consistent with ASCAT
(Figure 6a). Benefitting from the high-frequency data col-
lected, Figure 7a,b show the low-level jet that is well
defined by dropsondes 4 and 9. It sampled the maximum
(∼20 m⋅s−1) contour with the speed gradually decreasing
outward below 3 km. In general, the simulations roughly
capture the main features of the vertical wind structure,
but the intensity and position of the jet core are approx-
imate in part because of the displacement of the model
low. MYNN (Figure 7e,f) in particular produces a weaker
wind field that is consistent with the conclusion discussed
in Section 3.3.1. MYJ (CR, Figure 7c,d) captures the core
better than MYNN (CR-MYNN, Figure 7e,f) but the speed
is still not strong enough. Although the boundary of strong
wind zone and calm wind core are clear (dropsondes 4 and
9), the modelled gradient is too sharp and narrow below
1 km. MYJ with Morrison-2-moment (Figure 7c,d) and P3
(Figure 7g,h) best capture the vertical wind structure.

The cross-sections of water vapour mixing ratio (MR,
blue filled contour) and potential temperature (𝜃, red
lines) along Legs AB and BC are shown in Figure 8.
Quantitatively, the results are consistent with studies that
claimed the MR in the cloud bands near the PL core
probably is ∼2 g⋅kg−1 (e.g., Brümmer et al., 2009; Sergeev
et al., 2017). For MYNN (Figure 8e,f), the smooth con-
tours and somewhat low moisture content near the sur-
face suggest weaker instability may be the reason for the
lower wind speeds discussed above. For MYJ, the peak
of moisture near dropsondes 3 and 9 was captured by
Morrison-2-moment (Figure 8c,d) and P3 (Figure 8g,h).
However, the many ups and downs of the MR in our

F I G U R E 12 Relative vorticity (colours) at 950 hPa. The
columns from left to right are the simulations with satellite
radiances (CR), without satellite radiances (CR-NR) and PWRF
alone (CS), respectively. The boxes with bold numbers indicate the
areas of each PL and its serial number [Colour figure can be viewed
at wileyonlinelibrary.com]

experiments below ∼1,500 m hint that several small con-
vective features or instabilities were developing (Figure 8).
Analogous undulations are present in the potential tem-
perature field. Moreover, 𝜃 produced by the model is
approximately 1 ◦C lower below 3 km but higher above,
producing greater stability in the model than in the obser-
vations. Diagnosis of the cause is beyond the scope of this
article.

3.3.3 Cloud

Close to the PL centre, the large-scale vertical cloud
structure across the northeasterly strong wind band
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F I G U R E 13 The equivalent
potential temperature at 850 hPa
(colour shading), wind vector at
850 hPa (black arrows) and the
sea-surface pressure (red contours,
hPa). The columns from left to right
are the simulations with satellite
radiances (CR), without satellite
radiances (CR-NR) and PWRF alone
(CS), respectively. The boxes with
bold numbers indicate the areas of
each PL and its serial number
[Colour figure can be viewed at
wileyonlinelibrary.com]

was provided by CloudSat. It passed by from southeast
to northwest during 1132–1134 UTC (Figure 1). The
strong radar echo (∼20 dBZ) from CloudSat approximately
between 73.91◦N, 3.27◦E and 73.18◦N, 4.83◦E suggests a
region of deep convection with cumulus-type cloud towers

∼4.5 km tall (Figure 9a). Toward the southeast (right), less
active convection is present that could evolve into a calm
region (PL eye). At the same time, the other weaker area to
the northwest (left, around 74.62◦N, 1.55◦E) indicates the
MCAO. Overall, our simulations reasonably approximate
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the radar echo patterns produced by CloudSat, consider-
ing the demands placed on the model fields for precise
positioning as well as the structural differences between
the model results and observations south of the PL centre
(e.g., Figure 2d compared to Figure 2b). The location and
high intensity of convection at the leading edge (eastern)
of the MCAO, that indicates latent heat is being released
which is fuelling the PL development, is well simulated
by CR although the lower height (∼3.5 km or less) means
convection is shallower as a result of the model’s greater
stratification aloft than the observations reveal (Figure 8).
In general, the modelled convective features in CR show
much less structure than CloudSat probably indicating
that the model horizontal resolution is not high enough
(e.g., Stoll et al., 2020).

The LWC and IWC are evaluated by analysis of Cloud-
Sat and simulations with different physical schemes. The
LWC is confined to the lowest 2 km with maximum con-
centration exceeding 1 g⋅m−3 indicated by CloudSat (see
Appendix Figure A3). Most LWC estimated from model
outputs shows more vertical spread and higher amounts
than CloudSat records and are tied to the convective cells
revealed by radar echoes except for WDM6 (CR-W) that
produces almost no LWC. For different physical schemes,
the quantity of LWC shows more sensitivity to the micro-
physics scheme while the PBL changes the vertical spread
more significantly. In summary, the Morrison-2-moment
and P3 show a better capability to produce LWC (Appendix
Figure A3). Obviously, the clouds are rich in IWC, reaching
a peak of 1.0–1.5 g⋅m−3 at roughly 3 km height estimated
from CloudSat (Figure 10). The model indicated consis-
tent values but placed the maximum at a height lower than
3 km except for Morrison-2-moment (CR). In addition, this
feature of greater amount of IWC, to some extent, was also
noticed by S17. This indicates that the ice phase prevails
over the liquid phase in such mixed-phase clouds. Overall,
the model shows reasonable skill in representing clouds
but maintaining the appropriate balance of LWC and IWC
remains a major modelling challenge.

4 EVALUATION OF
MONTH-LONG SIMULATIONS

The PLs that formed during the three month-long sim-
ulations introduced in Section 2.3.2 are evaluated here.
The refined model parametrizations from the case-study
are as follows: 3 km horizontal resolution driven by
ERA-Interim, grid nudging with 0.0001 weight, DFI
turned off, MYJ and Morrison with 50 cm−3 liquid water
droplet concentrations. That is, reanalysis mode cycling
data assimilations using PWRF with 3DVAR were per-
formed with the same settings as CR and CR-NR to assess

F I G U R E 14 The differences of SST minus T at 500 hPa
(SST−T500, colour contour whose values exceed 43 ◦C). The
columns from left to right are the simulations with satellite
radiances (CR), without satellite radiances (CR-NR) and PWRF
alone (CS), respectively. The boxes with bold numbers indicate the
areas of each PL and its serial number [Colour figure can be viewed
at wileyonlinelibrary.com]

respectively the capability of continuous assimilation of
both synoptic and satellite radiance data versus synop-
tic observations only. The PWRF-only simulations are
cold-started from ERA-Interim. All three runs have 3 hr
forecasts to highlight PL simulation sensitivity to the ini-
tial conditions. The simulations begin on 0000 UTC 1
March and end at 2100 UTC 31 March with 3-hourly
output.

The manual identification of PL is conducted using
AVHRR thermal infrared satellite imagery as rec-
ommended by other investigators (e.g., Zabolotskikh
et al., 2010; Rojo et al., 2015). Although satellite imagery
revealed several possible characterizations of cloud sig-
natures associated with PL in previous studies, most PLs
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T A B L E 5 The mean and standard deviation of the gridded bias for each PL relative to ASCAT

CR CR-NR CS

Timea PLs Region Mean Stdv Mean Stdv Mean Stdv

M: 1 March, 1200 UTC
O: 1 March, 1137 UTC

1 70.5–74◦N
12–20◦E

−1.66 2.40 −0.63 2.62 −4.65 4.53

M: 4 March, 0900 UTC
O: 4 March, 1215 UTC

2 72–76◦N
40–52◦E

−0.29 3.88 −1.20 4.29 −0.54 3.68

3 70.5–74◦N
18–30◦E

−0.59 3.90 −0.76 3.44 −3.04 3.13

4 72–75◦N
5–15◦E

−1.56 3.35 −0.72 3.17 −0.20 3.46

M: 6 March, 1200 UTC
O: 6 March, 1134 UTC

5 70–74.5◦N
13.5–28.5◦E

0.04 3.08 0.48 3.57 −3.45 4.37

6 69–74◦N
1–13◦ E

−1.29 3.59 −1.10 3.33 −3.24 3.87

M: 12 March, 1200 UTC
O: 12 March, 1214 UTC

7 70–74◦N
32–45◦E

−1.88 2.36 −3.98 2.34 −5.62 2.64

M: 30 March, 1200 UTC
O: 30 March, 1137 UTC

8 70.5–74.5◦N
25–35◦E

0.85 3.49 −0.96 3.60 −3.12 3.37

9 70.5–74.5◦N
13–21◦E

−1.84 3.12 −0.33 3.20 −0.90 2.82

Average −0.91 3.24 −1.02 3.29 −2.75 3.54

aTime, the time of model output and approximate time of ASCAT swath. M, the time of model output. O, the time of ASCAT. Region for each
PL using the box area shown in the previous figures (e.g., Figure 14).

examined in this study are spiraliform or comma shaped
(e.g., Carleton, 1995; 1996; Rasmussen and Turner, 2003;
Rojo et al., 2015). For PLs occurring in pairs or multiple
centres on the satellite imagery, each system is recorded
in the list. The satellite images are available every 3 hr
or less; therefore, there is a gap between each AVHRR
observation and model output. The approximate duration
of PLs corresponds to the time between the first and last
satellite observation which rounds up to every 3 hr. As the
cloud structure is displayed more distinctly when the eye
is evident or the cloud band strongly curved, the dura-
tion of each PL is a minimum focused around its mature
stage. Overall, 9 PLs are identified in addition to the case
presented by S17 over the Nordic Seas (see Table 4, the
first two columns).

To examine the capability of reproducing PLs dur-
ing a long-term integration, the surface wind (10 m)
and sea-level pressure from PWRF alone (CS), PWRF
assimilating synoptic observations only (CR-NR) and
PWRF assimilating both the synoptic and satellite radi-
ance data (CR) are analysed to identify the PLs. For fur-
ther comparison of the three month-long simulations,
the following model classification is applied: (a) both the
surface wind and sea-level pressure usually maintain a

well-defined closed circulation during the PL lifetime,
here labelled as “Developed”; (b) intermittently the surface
wind and sea-level pressure resolve a closed circulation,
labelled as “Intermittent”; and (c) either the surface wind
or sea-level pressure generally did not capture the closed
circulation, labelled as “Missing”. The statistical results
are shown in Table 4. In general, month-long simulations
show the ability to simulate PLs. Arriving at the same
conclusion as the case-study, it is evident that simula-
tions based on satellite radiances captured characteristics
of PLs very well, namely having a well-defined closed cir-
culation both in surface winds and sea-level pressure. For
the CR, seven PLs are classified as “Developed” and two
PLs are labeled “Intermittent”. However, the model could
at times miss small (weak) PLs when simulations do not
have satellite radiances to assimilate. There are five cases
in the CS simulations and one case in CR-NR marked as
“Missing”. These findings demonstrate that CR shows the
best performance and CR-NR is better than CS but not
nearly as good as CR. In other words, simulation of wind
speed and sea-level pressure associated with PLs using
the PWRF model is significantly improved by data assim-
ilation and both synoptic data and satellite radiances are
required.
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The scatterometer winds from ASCAT are used to ver-
ify the PLs identified by AVHRR imagery and month-long
simulations. Because the time and space coverage of
ASCAT is much poorer than AVHRR, measurements of the
10 m wind speed and direction only offer limited compar-
isons. Fortunately, an orbit passed over nearby areas and
at least one image is available for each PL. Figure 11a,b
show a typical characterization of the 9 PL cases at their
mature stage identified from AVHRR with correspond-
ing surface winds from model output and ASCAT winds
at roughly the same time. The AVHRR imagery (chan-
nel 4) is plotted in the left column, columns 2–4 are the
winds at 10 m from model output of CR, CR-NR and CS,
respectively. Ten-metre scatterometer winds from ASCAT
are located in the right column. Usually, the spiraliform
or comma-shaped white cloud signatures and the strong
near-surface winds with a closed circulation or vortex
(maximum at least 15 m⋅s−1) are present indicating PLs,
as summarized in Table 4. However, case 8 has wind
speeds that do not reach the PL threshold of 15 m⋅s−1 in
ASCAT data (exceeding 12 m⋅s−1). A possible reason for
this is the PL did not yet reach or has already passed the
strongest stage at this time. Simultaneously, the accuracy
(better than 2 m⋅s−1) and the bias (less than 0.5 m⋅s−1) of
ASCAT measurements should also be taken into account
(Lavergne et al., 2019). Unfortunately, limited observations
prevent further analysis.

These findings also are supported by the assessments
of specific characteristics of PLs. Figure 12 shows the
relative vorticity at 950 hPa from the model output of
CR, CR-NR and CS at the same time as displayed in
Figure 11a,b (relative vorticity at 850 hPa shows similar
results). The following characteristics are obvious. First,
PLs that are labelled “Developed” or “Intermittent” usu-
ally show quasi-axisymmetric or bending structure with a
strong relative vorticity band while those labelled “Miss-
ing” do not. For most PLs, CR does the best illustrating
the strong relative vorticity band and CS the worst. The
conclusions are also supported by the analysis of equiva-
lent potential temperature (Figure 13). For each PL, there
is a clear warm core accompanied by a low-pressure cen-
tre and a closed circulation in the wind vectors. Moreover,
the SST−T500 difference is used to confirm the presence of
MCAO in the surroundings. When PLs form, the criterion
that SST−T500 exceeds 43 ◦C is satisfied (Figure 14).

To make the comparison with ASCAT 10 m winds
more quantitative, the bias (model output minus ASCAT)
of wind speed is calculated as an additional evaluation of
the simulated PLs (Table 5). As the time and space cover-
age of ASCAT is limited for each PL case, only the same
swaths that are used for PL verification above are available
(shown in Figure 11a,b, right column). Each model out-
put is bilinearly interpolated to the grid points of ASCAT.

F I G U R E 15 The bias of 10 m wind speed (m⋅s−1) calculated
from the same model output and ASCAT swaths used for PL
verification in Figure 11. The white dots indicate the absolute bias
exceeds 6 m⋅s−1. The columns from left to right are the simulations
with satellite radiances (CR), without satellite radiances (CR-NR)
and PWRF alone (CS), respectively. The boxes with bold numbers
indicate the areas of each PL and its serial number [Colour figure
can be viewed at wileyonlinelibrary.com]

The spatial distribution of the bias for each ASCAT swath
is shown in Figure 15 with white dots indicating that the
absolute bias exceeds 6 m⋅s−1. In summary, the negative
bias over the PL centre or over the entire ASCAT swath
means that the model is producing weaker winds as has
been already shown. The positive bias patches, bending,
or quasi-axisymmetric cyclonic, over the PL development
region, well matches the cloud pattern shown by AVHRR
imagery (Figure 11a,b, left column). This may suggest
convection is taking place in the strong wind region sur-
rounding the centre. Two reasons may explain this positive
difference. First, the original model output with higher
horizontal resolution (3 km) provides a better convection

http://wileyonlinelibrary.com
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description (manifested as higher wind speed) than the
12.5 km ASCAT data. Alternatively, the model may gener-
ate too many small-scale unstable systems.

The performances of CR, CR-NR and CS are also
revealed by comparing the bias of each PL active area. The
well-simulated PL cases verified above (labelled as “Devel-
oped” in Table 4) typically show minor bias with the bend-
ing or quasi-axisymmetric cyclonic positive bias patches
that can be linked to developing convection (Figure 15).
On the contrary, the PLs that were not well captured
by the model were accompanied by a large negative
bias. Undoubtedly, the bias of CR with minimal cover-
age of white dots not only indicates the best comparison
with observation but also illustrates most of the PL cases
were well-produced including cases 1, 2, 3, 5, 6, 7 and
8. CR-NR demonstrates comparable results with CR but
not as skilful. CS simulations have much bigger negative
biases (exceeding −9 m⋅s−1), especially near the PL region,
including cases 1, 3, 5, 6, 7 and 8 (see the right column
of Figure 15) which are marked as “Missing” or “Inter-
mittent” in Table 4. Table 5 shows the mean and standard
deviation of the gridded bias for each PL. The findings
discussed above are generally supported by these statistics.
The CR runs show a smaller average standard deviation
and bias. The CR-NR runs always show similar values to
the CR while the CS runs have the largest absolute values.
Additionally, most of the means are negative also suggest-
ing weaker winds simulated by the model that is consistent
with the previous discussion.

5 SUMMARY AND DISCUSSION

This study focuses on the effects of initial conditions
and model configuration on the simulations of PLs using
PWRF and WRFDA-3DVAR of synoptic observations and
satellite radiances in the vicinity of Svalbard during March
2013. First, the well-documented PL case studied by
S17 is re-investigated. The purpose is to investigate the
impacts of initial conditions and PWRF configuration on
PL simulations using an ensemble of sensitivity exper-
iments with comprehensive remote sensing and in situ
observations including AVHRR, ASCAT, CloudSat and
dropsondes. Then, three month-long simulations of PL
formation and development are performed to examine
the capabilities for simulating these extreme small-scale
phenomena for an extended period: PWRF alone, PWRF
assimilating synoptic observations only and PWRF assim-
ilating both synoptic and satellite radiance data with the
configurations of Polar WRF and 3DVAR chosen based
on the case-study. The validation results using AVHRR,
ASCAT satellite data and the analysis of PL characteristics
show that the best performance of simulations of PLs is

obtained by cycling data assimilation using both satellite
radiances and synoptic data.

The present study reveals that PWRF shows a reason-
able capability to reproduce PLs, and the high-resolution
initial conditions for PL simulation are most important.
Assimilation of satellite radiances plays a critical role due
to the sparse coverage of synoptic observations over the
ice-free ocean.

The following conclusions emerge from the sensitiv-
ity experiments combined with the month-long simula-
tions. First, PL simulations are very sensitive to initial
conditions and are sensitive to the model’s initialization
time. The case-study agrees with S17 that better results are
obtained when the model is cold-started at 1200 UTC 25
March instead of 0000 UTC 25 March. The PL simulations
using PWRF only for the month-long run are sensitive to
the initialization time and can simulate only some of the
PLs. Cycling data assimilation assimilates the observations
every 3 hr and provides high-resolution initial conditions
to the Polar WRF forecasts to improve the PL predictions.
This was also confirmed by the month-long simulations.

Second, in agreement with previous investigations
(e.g., Kristiansen et al., 2011; Sergeev et al., 2017; 2018), the
forecast model resolution is very important. PLs are well
simulated by high-resolution numerical experiments espe-
cially at the initial time when the scale of PLs is very small.
Finer than 3 km convection-permitting model resolution
is recommended. Use of 6 and 9 km resolution with and
without data assimilation did not well characterize the PL
in our case-study.

Third, nudging and DFI were preliminarily tested in
the case-study. Moderate analysis nudging is used by
PWRF forecast simulations and cycling data assimila-
tions to prevent the simulations from drifting away from
large-scale driving fields and to improve PL simulations
especially for the PL locations. Based on the effects of
nudging strength stressed by other investigators, a series
of sensitivity experiments indicated that the best results
are obtained by moderate grid nudging with 0.0001 weight.
DFI should be used carefully because it smoothes the ini-
tial fields too much to produce PLs when removing the
noise of the model’s initial state. Additional investigations
are required to optimize DFI for PL simulations.

Fourth, the options of different physics schemes show
some impacts on the location of the PL development, but
the differences in structure and cloud are notable. Both
MYNN and MYJ PBL schemes can well simulate the wind
field and convection development of the PL, and MYJ
shows better performance because MYNN is more suit-
able for stable boundary layers whereas MYJ is suitable for
convective boundary layers. More variation is found from
the different microphysics schemes, especially for cloud
prediction. In general, the Morrison-2-moment with liquid
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water droplet concentrations specified at 50 cm−3 and the
P3 scheme show better performance. The aerosol-aware
Thompson has comparable results and good skills for sim-
ulating LWC. WDM6 shows reasonable results for other
fields but does poorly in producing LWC. This is probably
because its single-moment parametrization for ice crystals
is responsible for its lesser ability to model supercooled
liquid water clouds (Listowski and Lachlan-Cope, 2017).

The impact of using high-resolution regional
reanalysis as initial conditions instead of global reanalyses
is another interesting question. In particular, the
performance of WRF-derived products such as the Arctic
System Reanalysis for cold-start simulations should be
evaluated in the future.

This study also extends the findings of model short-
comings. The convection in our case-study is too shal-
low as depicted by radar echoes with a lower height
(Section 3.3.3, Figure 9). It is more significant for
Cycling Runs. One possible explanation is that the
analysis–forecast method may not give the model enough
freedom or time to fully develop convection. Also, the
model’s stronger stratification above 3 km than shown in
the observations may limit vertical development of con-
vective towers. However, these hypotheses need more
investigation.

To summarize, notwithstanding the unavoidable ambi-
guities, simulations of PLs using PWRF and WRF 3DVAR
can capture PLs successfully and reliably simulate them in
long-term integrations. The high-resolution initial condi-
tion for PL simulation is most important and an optimal
forecast model configuration can improve the simulation
performance. Moreover, our study provides appropriate
model settings for extended PWRF simulations of PLs, and
the month-long simulations of PL formation and devel-
opment demonstrate the model’s skill in simulating these
extreme small-scale phenomena.
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APPENDIX A. SUPPLEMENTARY FIGURES

F I G U R E A1 The development of S17 case-study from CR experiment at 0000, 0600, 1230 and 1500 UTC on 26 March (the black box
encloses the polar low). (a–d) Relative vorticity at 950 hPa. (e–h) Difference of SST minus T at 500 hPa (SST−T500, ◦C) [Colour figure can be
viewed at wileyonlinelibrary.com]

F I G U R E A2 S17 case-study MSLP (red contours, hPa) at (a) 0000 UTC, (b) 0100 UTC and (c) 0200 UTC on 26 March. The grey fills
are used to highlight MSLP ≤1,018 hPa [Colour figure can be viewed at wileyonlinelibrary.com]
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F I G U R E A3 Cloud liquid
water content (LWC, g⋅m−3) across
the polar low core region for the
case-study estimated from CloudSat
(following S17) and model outputs
at 1130 UTC 26 March. (a)
CloudSat, (b) CR, (c) CR-MYNN, (d)
CR-P3, (e) CR-T and (f) CR-W. The
CloudSat swath that passed from
southeast to northwest during
1132–1134 UTC is shown in
Figure 1. Feature labels at top are
taken from S17 [Colour figure can be
viewed at wileyonlinelibrary.com]
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