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[1] A version of the state-of-the-art Weather Research and Forecasting model (WRF) has
been developed for polar applications. The model known as “Polar WRF” is tested
over the Arctic Ocean with a western Arctic grid using 25-km resolution. The model is
based upon WRF version 2.2, with improvements to the Noah land surface model and
the snowpack treatment. The ocean surface treatment is modified to include fractional sea
ice. Simulations consist of a series of 48-h integrations initialized daily at 0000 UTC. The
initial 24 h are taken as model spin-up time for the atmospheric hydrology and boundary
layer processes. Arctic conditions are simulated for the selected months: January 1998,
June 1998, and August 1998 representing midwinter, early summer, and late summer
conditions, respectively, from the Surface Heat Budget of the Arctic (SHEBA) study. The
albedo of sea ice is specified as a function of time and latitude for June and as a function of
time for August. Simulation results are compared with observations of the drifting ice
station SHEBA in the Arctic ice pack. Polar WRF simulations show good agreement with
observations for all three months. Some differences between the simulations and
observation occur owing to apparent errors in the synoptic forecasts and the representation
of clouds. Nevertheless, the biases in the simulated fields appear to be small, and Polar

WREF appears to be a very good tool for studies of Arctic Ocean meteorology.
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1. Introduction

[2] Tt is well known in the scientific community that the
Arctic region is especially sensitive to climate change, with
the sea-ice albedo feedback playing a critical factor [Curry
et al., 2001; McBean et al., 2004; ACIA, 2005]. Moreover,
very recent observations demonstrate that Arctic sea ice is
decreasing much more rapidly than projected [e.g., Stroeve
et al., 2007]. Therefore, it is critical to have accurate
numerical tools to understand and predict the physical
processes at work in the Arctic environment. Unfortunately,
the Arctic is an especially challenging region for numerical
modeling, though several recent observational studies have
provided invaluable insight [e.g., Curry, 2001; Verlinde et
al., 2007]. Several other studies have addressed the ther-
modynamics and rheology of Arctic sea ice with prognostic
models [e.g., Huwald et al., 2005; Zhang and Rothrock,
2005; DeWeaver and Bitz, 2006]. The current study, how-
ever, will consider numerical simulations of the Arctic
atmosphere, including the boundary layer adjacent to sea
ice.
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[3] In a recent work, Hines and Bromwich [2008],
referred to as HB, introduced a version of the Weather
Research and Forecasting model (WRF) known as Polar
WRF. The new model represents the next generation to
continue the research and operational applications of the polar
version [e.g., Bromwich et al., 2001] of the Pennsylvania
State University—National Center for Atmospheric Research
(PSU-NCAR) fifth-generation Mesoscale Model (MMS5)
[Grell et al., 1994]. Previously, Polar MMS5 was optimized
for the polar regions at Ohio State University in collabora-
tion with the Mesoscale and Microscale Meteorology
(MMM) Division at NCAR, and implemented into the
MMS5 community modeling system managed by NCAR.
Polar MM5 demonstrated a high level of performance for
both Arctic and Antarctic regions [e.g., Bromwich et al.,
2001; Cassano et al., 2001; Powers et al., 2003]. The model
WREF has significant advantages over MM5 including more
efficient software, energy conservation and new physical
parameterizations [e.g., Skamarock et al., 2005]. Polar WRF
simulations over a Greenland—North Atlantic grid by HB
demonstrate a forecast skill over the Greenland Ice Sheet at
least as good as that of Polar MMS5, along with an improved
surface energy balance. Furthermore, Polar WRF replaced
Polar MMS5 during June 2008 as the base model for the
high-resolution numerical forecasts of Antarctic Mesoscale
Prediction System (AMPS) [Bromwich et al., 2003; Powers
et al., 2003] in support of operational and logistic needs of
the United States Antarctic Program. Extensive testing of
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Polar WRF in the AMPS framework is being performed
[e.g., Powers, 2007].

[4] In the current paper, Polar WRF is now evaluated
over the Arctic Ocean. We select test periods from the
Surface Heat Budget of the Arctic Ocean (SHEBA) pro-
gram during 1997—-1998 when detailed measurements were
available from the drifting Ice Station SHEBA [Perovich et
al., 1999; Uttal et al., 2002]. Cloud observations were espe-
cially enhanced for the First ISCCP Regional Experiment
(FIRE) Arctic Clouds Experiment during April—July 1998
[Curry et al., 2000]. The SHEBA period has previously
been used for model evaluation via the Arctic Regional
Climate Model Intercomparison Project (ARCMIP) devel-
oped by Curry and Lynch [2002] to improve climate
modeling of the Arctic [Tjernstrom et al., 2005]. The Arctic
Ocean surface during SHEBA represents one of three key
land surface types for development and testing of Polar
WREF. The other two include ice sheet surfaces previously
evaluated with simulations by HB, and Arctic land surfaces
to be evaluated in simulations via a forthcoming paper.

[5] The current modeling study responds to the call for
extensive, interdisciplinary, multiscale studies of high north-
ern latitude climate through the Study of Environmental
Arctic Change (SEARCH) [Overland et al., 2003]. To
integrate observations and modeling efforts into a compre-
hensive picture of the climate and synoptic meteorology of
the Arctic, SEARCH includes the development of a multi-
year Arctic System Reanalysis (ASR, http://polarmet.mps.
ohio-state.edu/PolarMet/ASR.html) from all available
remote sensing and in situ data. The development of Polar
WREF is partly in response to the need for an Arctic-friendly
atmospheric numerical model with state-of-the-art dynamics
and physical packages that permit WRF to describe polar
specific processes. Advanced data assimilation capabilities
for WRF being developed at NCAR are another key
prerequisite for the ASR [e.g., Cucurull et al., 2006; Xiao
et al., 2008].

2. Polar WRF

[6] Testing of the next generation WRF model (http://wrf-
model.org) for polar applications began with the Greenland-
area simulations of HB. The Advanced Research WRF
(ARW) is a modular, nonhydrostatic model designed for
both research and operational applications [Skamarock et
al., 2005]. The development and evaluation of Polar MM5
had been detailed through a series of publications [Bromwich
et al., 2001; Cassano et al., 2001; Guo et al., 2003;
Monaghan et al., 2005]. Analogous to the development
of Polar MMS5, evaluations and improvements are needed
for the boundary layer parameterization, cloud physics and
cloud-radiative processes, snow surface physics and sea-ice
treatment of Polar WRF. The Greenland-area simulations
used a variety of WREF’s physical parameterization options
and identified a set of parameterizations favorable for polar
conditions.

[7] The Polar WRF simulations described here utilize
modifications to version 2.2 of the ARW. The simulations
have the same 28 terrain-following sigma layers between
the Earth’s surface and the model top at 10 hPa as in HB.
The top is set at a high level for better treatment of upward
propagating gravity waves generated by topography [e.g.,
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Guo et al., 2003; Bromwich et al., 2005a]. Highest vertical
resolution is in the boundary layer with the lowest 10 layers
over the Arctic Ocean centered at approximately 14, 42, 75,
118, 171, 238, 325, 433, 561, and 748 m, respectively,
above the surface. The time step is 120 s for January runs. A
shorter time step, 60 s, is required and selected for numer-
ical stability of the June and August runs. Furthermore,
subgrid-scale cumulus is parameterized with the Grell and
Devenyi [2002] ensemble scheme, as the earlier Grell
scheme gave good results for Polar MMS5 simulations of
summer climate near the Laurentide ice sheet [Bromwich et
al., 2005b].

[8] For cloud physics, Polar WRF has added a version of
the Morrison et al. [2005] bulk microphysics scheme that is
two-moment for cloud ice, cloud liquid, rain, snow and
graupel. In HB, the WRF single-moment five-class micro-
physics scheme was employed. The new scheme is more
realistic and is being developed and tested for the Arctic
[e.g., Morrison et al., 2008]. The scheme predicts both
number concentration and mixing ratio of cloud species. It
was tested within Polar MMS5 by Morrison and Pinto [2005,
2006] for Arctic mixed-phase clouds during May 1998 and
shown to reasonably simulate cloud persistence and micro-
physical characteristics.

[¢9] The simulations over Greenland by HB identified the
following parameterizations now used for the SHEBA
simulations. For long-wave radiation, the Rapid Radiative
Transfer Model (RRTM) [Mlawer et al., 1997] is selected.
The RRTM alleviates the deficit in downward long-
wave radiation for clear-sky conditions present in many
earlier radiation schemes [e.g., Pinto et al., 1997]. Short-
wave radiation is represented by the Goddard scheme with
11 spectral bands that accounts for both diffuse and direct
solar radiation [Chou and Suarez, 1999]. For the planetary
boundary layer, we employ the Mellor-Yamada-Janji¢
(MYJ) scheme, run in conjunction with the Eta surface
layer scheme also based on similarity theory [Janji¢, 2002].
The land surface is treated with the four-layer Noah land
surface model (LSM) [Chen and Dudhia, 2001; Skamarock
et al., 2005] with the polar updates from HB, including
modifications to the surface energy balance solution and the
upward long-wave flux. The surface temperature, T, over
frozen surfaces is obtained by an iterative solution to the
surface energy balance,

0=c[L(l) =0T +[1-aJS(]) ~Hs — Ly +G+Q, (1)

where ¢ is surface emissivity, L(|) is downward long-wave
radiation, o is the Stephan-Boltzman constant, « is surface
albedo, S(|) is downward short-wave radiation, H is the
sensible heat flux, L is the latent heat flux, and G is the
ground heat flux. Q represents other diabatic processes, as
in HB. In the numerical solution of (1), Ly and Q are
calculated first, then iterative steps adjust Hy and G with Ti.

[10] The evapotranspiration in the Noah LSM has been
updated as in HB. Previously, evapotranspiration was
obtained from surface energy balance considerations
through the Penman-Monteith equation. Evaporation from
liquid surfaces was considered, but not sublimation from
frozen surfaces. The modified Noah now has a modified
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